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Abstract

The number of parameters in a standard multinomial choice model increases linearly with the number of choice alternatives and number of explanatory variables. Since many modern applications involve large choice sets with categorical explanatory variables, which enter the model as large sets of binary dummies, the number of parameters easily approaches the sample size. This paper proposes methods for data-driven parameter clustering over outcome categories and explanatory dummy categories in a multinomial probit setting. A Dirichlet process mixture encourages parameters to cluster over the categories, which favours a parsimonious model specification without a priori imposing model restrictions. An application to a dataset of holiday destinations show a decrease in parameter uncertainty, an enhancement of the parameter interpretability, and an increase in predictive performance, relative to a standard multinomial choice model.
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1 Introduction

Many multinomial choice problems involve large choice sets relative to the number of observations. Video streaming providers have choice data on millions of movies, the assortment size in grocery stores exceeds thousands of products, and we have the choice between almost every place in the world as holiday destination.

To identify factors that explain observed choices, choice behavior is related to characteristics of decision makers. Streaming providers take past ratings for different kind of genres of their subscribers into account before recommending movies. With the advent of loyalty cards, grocery stores know exactly in which neighborhoods their costumers live. Online travel agencies ask for your household composition before offering travel deals. These individual characteristics divide the sample of decision makers into a large number of different categories.

Multinomial choice models help to understand the relation between discrete choices and the characteristics of the decision makers. Since the parameters in these discrete choice models are alternative-specific, the number of parameters increases linearly with the size of the choice set. Furthermore, when the explanatory variables describe categorical characteristics, these variables enter the model as sets of dummies, with for each category a dummy variable. With several categorical variables and large numbers of categories, the number of parameters needed to specify the effect on one choice alternative is already large. When both the number of choice alternatives and the number of explanatory categories is large, the number of parameters easily approaches the number of observations.

This paper proposes a Bayesian method to manage the number of parameters in high-dimensional multinomial choice models in a data-driven way. A two-way Dirichlet process prior on the model parameters of a multinomial probit model encourages the alternative-specific parameters to cluster over both outcome and explanatory categories. With positive probability, the two-way mixture choice model reduces the high-dimensional parameter space in both directions. The result is a decrease in parameter uncertainty and an enhancement of the parameter interpretability, without imposing any model restrictions.

Although pooling of categories is ubiquitous in practice, we are, to the best of our knowledge, the first to estimate from the data which categories can be pooled
together, for both dependent and independent categorical variables. We set up a Gibbs sampler that draws model parameters clustered over outcome and explanatory categories, and draws two-way cluster assignments over both dimensions. Since we can formulate the multinomial probit model in terms of latent normally distributed utilities (Albert and Chib 1993), the cluster assignments can be sampled according to the sample steps developed for mixtures of normals of Ishwaran and James (2002). By jointly estimating the number of clusters, cluster assignments, and model parameters, the posterior parameter distributions incorporate the parameter uncertainty together with the uncertainty in the number of clusters, which is ignored by fixing a priori the number of clusters. The estimated model parameters retain their interpretation as in a standard multinomial choice model, and prior distributions can be parametrized according to prior beliefs about the number of distinct effects over outcome and explanatory categories.

In an empirical application we estimate the effect of household composition on holiday destinations. We apply the two-way mixture choice model to survey data on holiday behavior of Dutch households, and estimate the effect of 21 explanatory variables describing household characteristics on the choice out of 49 holiday destinations. The Dirichlet process prior reduces the number of estimated parameters from 1029 to 144. The estimated holiday destination clustering is very different from an ad hoc grouping based on, for instance, geographical location. We show how the estimated parameter clustering over households and holiday destinations provides insights in household preferences, and find a substantial increase in predictive performance relative to a standard choice model.

When confronted by a large number of alternatives, researchers commonly focus on a subset of alternatives, or alternatives are a priori aggregated to a higher level (Zanutto and Bradlow 2006; Carson and Louviere 2014). This is not a solution when all available categories are of interest. Cramer and Ridder (1991) propose a statistical test for pooling outcome categories. However, testing for all different combinations of subsets is computationally expensive and the order of tests can change the final clustering. At the cost of departing from the standard discrete choice model parameter interpretation, Ho and Chong (2003) and Jacobs et al. (2016) circumvent the pooling problem by introducing an additional set of latent variables. Instead of estimating separate parameters for each choice alternative,
the explanatory variables influence the choice probabilities via a small set of latent variables. Chiong and Shum (2018) analyze large choice sets with aggregated choice data, ruling out estimates or predictions on the decision maker level.

Large sets of explanatory categories are, similar to choice alternatives, often clustered on expert opinion to ease the curse of dimensionality. Evidently, this leads to suboptimal results when the expert is wrong. More recently, regularization techniques for high-dimensional regressor matrices, such as the lasso introduced by Tibshirani (1996), are also applied to categorical data. In addition to shrinkage or selection, it is for a categorical explanatory variable also of interest which categories should be distinguished when modelling the effect on the outcome variable (Tutz and Gertheiss 2016). Bondell and Reich (2009) and Gertheiss et al. (2010) show that by choosing a specific functional form for the penalty in the lasso, categories are clustered to a smaller set of dummies. Although these methods are tailored to the categorical nature of the data, the relation between the lasso penalty parameter and the number of distinguished categories is opaque.

The potential of the Dirichlet process prior has gained an increasing amount of attention. The most popular application of the prior is the modelling of unknown error distributions, without resorting to strong parametric assumptions. Hirano (2002) puts a Dirichlet process prior on the error distribution in dynamic panel data models, Van Hasselt (2011) in sample selection models, and Chib and Hamilton (2002), Conley et al. (2008) and Wiesenfarth et al. (2014) in instrumental variable models. On the other hand, Dirichlet process priors are used to model parameter heterogeneity. Hu et al. (2015) specify the prior on the model parameters in an instrumental variable model to allow for heterogeneity in treatment effects. Bauwens et al. (2017) use the prior to model time-variation in the parameters of autoregressive moving average models. Burda et al. (2008) models unobserved heterogeneity across individuals by a Dirichlet process prior on individual-specific parameters in a choice model. Bernstein et al. (2018) use the prior for the dynamic estimation of clusters of customers with similar preferences. We employ the properties of a Dirichlet process prior to embattle choice models for high-dimensional choice sets. Instead of mixing over individuals or over time, the prior clusters parameters over choice alternatives and explanatory categories.

The outline of the remainder of this paper is as follows. Section 2 discusses the
model specification and Section 3 explains the Bayesian inference methods. Section 4 applies the two-way mixture model to survey data on holiday destinations. We conclude with a discussion in Section 5. Appendix A discusses details on the inference procedure, Appendix B provides insights in model performance with a numerical experiment, and Appendix C gives an overview of the data used in the empirical application.

2 Model specification

This section discusses the specification of a high-dimensional multinomial choice model. Section 2.1 introduces the baseline specification of a multinomial probit model. Section 2.2 shows how parameters are clustered over the categories in the categorical dependent and independent variables in this model. Section 2.3 discusses the technique that drives the clustering, the Dirichlet process prior.

2.1 Multinomial probit model

Let $y_i$ be an observable unordered random categorical variable, such that $y_i \in \{1, 2, \ldots, J\}$, with $J$ the number of choice alternatives, and $i = 1, \ldots, N$, with $N$ the number of individuals. Let $x_i$ be a $K$-dimensional vector with explanatory variables, potentially with dummy coded categorical variables. As is common for multinomial choice models, we introduce latent utilities driving the decisions. Let $z_i = (z_{i1}, \ldots, z_{iJ})'$ be a $J \times 1$ vector of continuous latent random variables, such that

$$y_i(z_i) = j \text{ if } z_{ij} = \max(z_i),$$

where $\max(z_i)$ is the largest element of the vector $z_i$. The latent utilities are modeled as

$$z_i = \alpha + \beta x_i + \varepsilon_i, \quad \varepsilon_i \sim \mathcal{N}(0, \Sigma),$$

where $\alpha = (\alpha_1, \ldots, \alpha_J)'$ is a $J$-dimensional vector of intercepts, $\beta = (\beta_1, \ldots, \beta_J)'$ is a $J \times K$ matrix of coefficients, and $\varepsilon_i$ an independent normally distributed dis-
turbance vector with covariance matrix $\Sigma$. We now have defined the conditional
density $f(y_i|x_i, \alpha, \beta, \Sigma)$, where the covariates in $x_i$ are constant across different outcome categories, but the $K$-dimensional model parameter vectors $\beta_j$, $j = 1, \ldots, J$, vary over the outcome categories.

The parameters $\alpha_j$, $\beta_j$ and $\Sigma$ in the multinomial probit model specified in (1) and (2) are not identified (Bunch, 1991). There are two parameter identification problems. First, $y_i(z_i + c) = y_i(z_i)$ for each scalar $c$. To overcome this additive redundancy we set $\alpha_1 = 0$ and $\beta_1 = 0$. Second, we still have $y_i(cz_i) = y_i(z_i)$ for each positive scalar $c$, even if the aforementioned restriction is imposed. We follow Gilbride and Allenby (2004) and Terui et al. (2011) and set the covariance matrix $\Sigma$ in (2) to be the identity matrix. This restriction identifies the model parameters and avoids covariance parameter estimation problems when $J$ is large.

A conventional multiplicative identifying assumption is to only restrict the first element of the covariance matrix to be equal to one (McCulloch et al., 2000). Burgette and Nordheim (2012) restrict the trace of the covariance matrix to sample identified parameters. Instead of restricting the covariance matrix, McCulloch and Rossi (1994) report the posterior of the model parameters up to a scaling factor. Imai and Van Dyk (2005) introduce a new parameter to link identified to unidentified parameters.

Although these approaches lead to models with formally identified parameters, Keane (1992) shows that, in the absence of alternative-specific explanatory variables, parameter identification in multinomial probit models is extremely fragile because “it is difficult to disentangle covariance parameters from regressor coefficients”. Many economic applications suffer from this problem, which is the reason that the multinomial probit model with a diagonal covariance matrix is most commonly used in applied research (Rossi et al., 2005). However, in practice, even in a diagonal covariance matrix different values for the variances can hardly be identified, especially in the high-dimensional settings we study in this paper.

2.2 Parameter clustering over categories

When the choice set is large, the number of parameters in the $J \times K$ matrix $\beta$ easily approaches the number of observations. Large numbers of parameters
amplify overfitting concerns, increase parameter uncertainty, and make it a difficult exercise to extract useful insights. For the data to be informative on the parameters without additional restrictions, the number of outcome categories and the number of explanatory variables need to be relatively small.

Two features of many large scale empirical applications of choice models exacerbate the curse of dimensionality. First, the observed choices $y_1, \ldots, y_N$ often are not evenly distributed over the choice set. This results in a small number of observed choices to estimate the parameters $\beta_j$ for the least chosen alternatives $j$, even for large $N$ relative to $J$. Second, the individual choice behavior is usually explained by, among other variables, categorical variables indicating characteristics of individuals. These categorical variables are implemented by means of dummies, resulting in sets of binary variables for each explanatory category. Therefore, the number of explanatory variables $K$ can become large in models with categorical variables consisting of many explanatory categories.

When subsets of categories can be treated as a single category, this parsimonious model is preferred. Section 2.2.1 discusses parameter clustering over outcome categories, Section 2.2.2 over explanatory categories, and Section 2.2.3 over both dimensions.

### 2.2.1 Parameter clustering over outcome categories

The latent utility model in (2) can be written as

$$z_{ij} = \alpha_j + \beta_j' x_i + \varepsilon_{ij}, \quad \varepsilon_{ij} \sim \mathcal{N}(0,1), \quad j = 1, \ldots, J,$$

where the vector $\beta_j$ contains alternative-specific parameters. Equivalently, we can say that the parameters in $\beta_j$ vary over an infinite number of clusters, where the number of clusters equals the total number of choice alternatives $J$ when each choice alternative has a different parameter vector. Within the clusters the parameters are assumed to be identical, but across clusters the parameters are allowed to be different.

The cluster representation of the latent utility model in (3) is

$$z_{ij} = \alpha_j + \tilde{\beta}_C x_i + \varepsilon_{ij}, \quad \varepsilon_{ij} \sim \mathcal{N}(0,1), \quad j = 1, \ldots, J,$$
where $\beta_j = \tilde{\beta}_{C_j}$ can vary over $L_J \to \infty$ clusters. The classification variables $C_j \in \{1, \ldots, L_J\}$ take integer values indicating the cluster for choice category $j$, and identify the corresponding cluster parameter vector $\tilde{\beta}_{C_j}$.

The model in (4) imposes the parameter clustering over choice alternatives to be the same for each individual. Although this seems restrictive at first sight, the clustering does not impose the same expected utility ordering for each individual. Since the utilities are conditional on individual-specific characteristics in $x_i$, the expected preference ordering over outcome categories is also individual-specific. However, when repeated observations per individual are available, we can easily extend (4) to a more flexible model with individual-specific clustering.

### 2.2.2 Parameter clustering over explanatory categories

To cluster over categories within a categorical explanatory variable, we make an explicit distinction in the regressor vector $x_i = (w'_i, d'_i)'$. The $K_d$ dummies in $d_i$ correspond to the first $K_d$ of the $K_d + 1$ categories in the categorical explanatory variable. The intercepts in $\alpha$ capture the effect of the last explanatory category. The vector $w_i$ contains the $K_w$ remaining explanatory variables. We rewrite the model in (3) to

$$z_{ij} = \alpha_j + \beta'_j x_i + \varepsilon_{ij} = \alpha_j + \gamma'_j w_i + \kappa'_j d_i + \varepsilon_{ij},$$

where $\beta_j = (\gamma'_j, \kappa'_j)'$ and where the parameter values in $\kappa_j = (\kappa_{j,1}, \ldots, \kappa_{j,K_d})$ correspond to the dummy categories in $d_i = (d_{i,1}, \ldots, d_{i,K_d})$. We cluster the dummy parameters over the categories of only one categorical explanatory variable in (5). However, the methods can easily be extended to account for parameter clustering over multiple explanatory categorical variables.

We let the explanatory dummy parameters vary over an infinite number of clusters. The formulation of the latent utility model in (5) conditional on the classification variables is

$$z_{ij} = \alpha_j + \gamma'_j w_i + \sum_{k=1}^{K_d} \tilde{\kappa}_{j,k} d_{ik} + \varepsilon_{ij}, \quad \varepsilon_{ij} \sim \mathcal{N}(0,1), \quad j = 1, \ldots, J,$$
where $\kappa_{jk} = \tilde{\kappa}_{j,D_k}$ can vary over $L_D \to \infty$ clusters. The classification variables $D_k \in \{1, \ldots, L_D\}$ take integer values indicating the cluster for explanatory category $k$. Within a cluster $l$, dummies have identical parameter values $\tilde{\kappa}_{jl}$ and are equivalently aggregated to a new dummy variable. As a result, the explanatory categories within one cluster have the same effect on the dependent variable and we have a smaller set of dummies.

The dummy parameter clustering in (6) perfectly fits categorical variables without a natural ordering, such as profession. However, the modelling framework does not take ordering in the explanatory categories into account. Ordered explanatory categories, for instance income categories, fit in as well but could be handled more efficiently when the ranking in the categories can be taken into account.

### 2.2.3 Two-way parameter clustering

Combining parameter clustering over outcome categories in (4) with parameter clustering over explanatory categories in (6) results in two-way parameter clustering,

$$z_{ij} = \alpha_j + \gamma_j' C_j w_i + \sum_{k=1}^{K_d} \tilde{\kappa}_{C_j,D_k} d_{ik} + \varepsilon_{ij}, \quad \varepsilon_{ij} \sim N(0, 1), \quad j = 1, \ldots, J, \quad i = 1, \ldots, I,$$ (7)

where $\gamma_j = \tilde{\gamma}_{C_j}$ can vary over $L_J$ clusters and $\kappa_{jk} = \tilde{\kappa}_{C_j,D_k}$ over $L_J \times L_D$ clusters.

The parameter clustering in (7) over the outcome category dimension is unconditional on the clustering over the explanatory category dimension. This means that the clustering over dummy parameters is the same for each outcome category cluster. Allowing for conditional clustering, where each cluster of outcome categories may have another division of explanatory categories, results in an overly flexible model specification which causes difficulties in parameter estimation and parameter interpretation.

### 2.3 Dirichlet process mixture model

The key to our parameter clustering approach is the specification of a cluster assignment probability distribution for each category. The probability distribution
is modelled by a Dirichlet process mixture model that implicitly integrates out the cluster probabilities, while allowing for as many clusters as categories. Since there is a positive probability that two categories share a cluster, the Dirichlet process mixture encourages a parsimonious model without imposing any model restrictions.

2.3.1 Dirichlet process prior

A data-driven parameter clustering approach is obtained by specifying a Dirichlet process prior for the parameter vector $\beta_j$ in (3),

$$
\beta_j | P \sim P, \\
P | \lambda_J, H \sim DP(\lambda_J, H),
$$

where the prior of $\beta_j$ is a random distribution $P$ generated by a Dirichlet process. Conditionally on $P$, the parameter vectors $\beta_j$, $j = 1, \ldots, J$, are independently and identically distributed. The Dirichlet process $DP(\lambda_J, H)$, has a positive scalar concentration parameter $\lambda_J$ and continuous base distribution $H$. The expectation over the Dirichlet process equals the base distribution, and the concentration parameter governs the dispersion around the base distribution. When $\lambda_J$ is large, the distributions $P$ and $H$ are more similar. Since $P$ is a discrete random distribution, there is a positive probability that different $\beta'_j$s take the exact same value. A cluster of outcome categories is defined as the choice alternatives with identical parameter vectors $\beta_j$. Therefore, the model in (8) is known as a Dirichlet process mixture model, which in this case clusters over choice alternatives.

A standard multinomial choice model puts a prior on the parameters that assumes that each $\beta_j$ is independent and identically distributed; $\beta_j \sim iid H_\beta$ for $j = 1, \ldots, J$. In this case, the parameters values $\beta_j$ are unique. A Dirichlet process prior also allows the parameters to vary over $j$. However, the prior clusters similar categories into groups with unique values of $\beta_j$ with a positive probability.

2.3.2 Stick-breaking representation

Sethuraman (1994) shows that a Dirichlet process prior is equivalently formulated
by the stick-breaking representation,

\[ P = \sum_{l=1}^{L_J} p_l \delta(\tilde{\beta}_l), \quad \tilde{\beta}_l \sim H_\beta, \]  

(9)

where \( L_J \to \infty \) and \( \delta(\tilde{\beta}_l) \) denotes a unit-mass measure concentrated at \( \tilde{\beta}_l \). The Dirichlet process is a distribution over independent and identically distributed draws from the base distribution, with random weights

\[ p_1 = V_1, \quad p_l = (1 - V_1)(1 - V_2) \ldots (1 - V_{l-1})V_l, \quad l = 2, \ldots, L_J, \]  

(10)

where \( V_l \sim \text{Beta}(1, \lambda_J) \). This process is also written as \( p = \{p_l\}_{l=1}^{L_J} \sim \text{stick}(\lambda_J) \). Since \( \sum_{l=1}^{L_J} p_l = 1 \), it follows that \( p \) can be interpreted as probabilities, and \( P \) is a distribution over discrete probability measures.

The construction of the weights \( p_l \) in (10) is named after the process of iteratively breaking up a stick into pieces. Starting with a unit-length stick, in each step we break off a random proportion of the remaining stick. When we write (10) as

\[ p_l = V_l \prod_{k=1}^{l-1} (1 - V_k), \]  

(11)

we can interpret \( V_l \) as the proportion of the remaining stick which has length \( p_l \). After breaking off the first \( l - 1 \) pieces, the length of the remainder of the stick is \( \prod_{k=1}^{l-1} (1 - V_k) \). Since \( \text{E}[V_l] = \frac{1}{1 + \lambda_J} \), a small \( \lambda_J \) results on average in a few large sticks, and the lengths of the remaining sticks are close to zero. For a large value for \( \lambda_J \), the weights in \( p \) are more evenly distributed.

### 2.3.3 Mixture model over outcome categories

The Dirichlet process mixture model in (8) can be equivalently formulated by means of the classification variables \( C = (C_1, \ldots, C_J) \) in (4). Using the stick-
breaking representation of the Dirichlet process prior in (9), we have

\[ z_{ij} = \alpha_j + \tilde{\beta}_i x_i + \epsilon_{ij}, \quad \epsilon_{ij} \sim \mathcal{N}(0, 1), \]

\[ C_j | p \sim \sum_{l=1}^{L_J} p_l \delta(l), \quad p \sim \text{stick}(\lambda_J), \quad \tilde{\beta}_l \sim H_\beta. \tag{12} \]

The probability that an outcome category is assigned to cluster \( l \) is denoted by \( p_l \). The conditional distribution of \( z_{ij} \) now takes the form of a mixture distribution over the outcome categories with random weights \( p = (p_1, \ldots, p_{L_J}) \),

\[ f(z_{ij} | x_i, \alpha_j, \tilde{\beta}_1, \ldots, \tilde{\beta}_{L_J}, p) = \sum_{l=1}^{L_J} p_l f_N(z_{ij} | \alpha_j + \tilde{\beta}_l' x_i, 1), \tag{13} \]

where \( f_N(x|\mu,\sigma^2) \) is a normal density with expectation \( \mu \) and variance \( \sigma^2 \) evaluated at \( x \). The conditional distribution in (13) is an infinite mixture of normal distributions.

The Dirichlet process mixture model over choice alternatives infers whether the parameters of a subset of categories can be treated as a single parameter, or whether the alternative-specific parameters are significantly different to distribute them over different clusters. Even when there are differences between categories, but there is not enough power to distinguish all differences between the values in the category-specific parameter vectors, it may be that the efficiency gain of clustering still outweighs the loss in accuracy. Therefore, the Dirichlet process mixture model only introduces a new parameter vector for a outcome category when this category is significantly different from the other ones.

### 2.3.4 Mixture model over explanatory categories

Along the same lines as for outcome categories, we specify a Dirichlet process prior for the explanatory dummy parameters in (5),

\[ z_i = \alpha + \gamma w_i + \sum_{k=1}^{K_d} \kappa_{1, l,k} d_{ik} + \varepsilon_i, \quad \varepsilon_i \sim \mathcal{N}(0, I_J), \]

\[ \gamma \sim H_\gamma, \quad \kappa_{1, l,k} | Q \sim Q, \quad Q | \lambda_D, H_\kappa \sim DP(\lambda_D, H_\kappa), \tag{14} \]
where \( \gamma = (\gamma_1, \ldots, \gamma_J)' \) and \( \kappa_{1:k} = (\kappa_{1k}, \ldots, \kappa_{jk})' \), \( H_\kappa \) is the base distribution of the parameters \( \kappa_{1:k} \), and \( H_\gamma \) the prior distribution for \( \gamma \). In the same way as for the outcome category cluster probabilities, we let the explanatory category cluster probabilities \( q = \{q_l\}_{l=1}^{L_D} \sim \text{stick}(\lambda_D) \). The stick breaking representation conditional on the classification vector \( D = (D_1, \ldots, D_{K_d}) \) is

\[
\begin{align*}
  z_i &= \alpha + \gamma w_i + \sum_{k=1}^{K_d} \tilde{\kappa}_{1:D_k} d_{ik} + \varepsilon_i, \quad \varepsilon_i \sim \mathcal{N}(0, I_j), \\
  D_k|q &\sim \sum_{l=1}^{L_D} q_l \delta(l), \quad q \sim \text{stick}(\lambda_D), \quad \gamma \sim H_\gamma, \quad \tilde{\kappa}_{1:l} \sim H_\kappa,
\end{align*}
\]

(15)

where \( \tilde{\kappa}_{1:l} = (\tilde{\kappa}_{1l}, \ldots, \tilde{\kappa}_{Jl})' \), and \( q_l \) is the probability that an explanatory category is assigned to cluster \( l \). The elements of the explanatory cluster assignment probability vector \( q = (q_1, \ldots, q_{L_D}) \) add up to one, \( \sum_{l=1}^{L_D} q_l = 1 \).

From (15) follows the specification of the Dirichlet process mixture model that mixes over the parameter values corresponding to the dummies variables \( d_i \),

\[
f(z_i|x_i, \alpha, \gamma, \tilde{\kappa}_{1:1}, \ldots, \tilde{\kappa}_{1:L_D}, q) = \sum_{l=1}^{L_D} q_l f_N(z_{ij} | \alpha + \gamma w_i + \sum_{k=1}^{K_d} \tilde{\kappa}_{1:l} d_{ik}, 1).
\]

(16)

The Dirichlet process mixture model over explanatory categories in (16) clusters dummy parameters together. A subset of explanatory dummy categories with identical parameters is equivalent to aggregating the corresponding explanatory dummy variables.

### 2.3.5 Two-way mixture model

We specify a mixture model for the two-way parameter clustering in Section 2.2.3 by combining the mixture model over outcome categories in (12) with a mixture model over explanatory categories in (15). The result is a two-way Dirichlet process
mixture model

\[ z_{ij} = \alpha_j + \bar{c}_{ij} w_i + \sum_{k=1}^{K_d} \tilde{\kappa}_{C_jD_k} d_{ik} + \varepsilon_{ij}, \quad \varepsilon_{ij} \sim N(0, 1), \quad j = 1, \ldots, J, \]

\[ C_j \mid p \sim \sum_{l=1}^{L_J} p_l \delta(l), \quad p \sim \text{stick}(\lambda_J), \quad D_k \mid q \sim \sum_{k=1}^{L_D} q_k \delta(k), \quad q \sim \text{stick}(\lambda_D), \quad (17) \]

\[ \tilde{c}_l \sim H_\gamma, \quad \tilde{\kappa}_{lk} \sim H_\kappa, \quad l = 1, \ldots, L_J, \quad k = 1, \ldots, L_D. \]

The Dirichlet process mixture models in (12), (15), and (17), are tailored for a high-dimensional multinomial probit model. However, they can easily be extended to a mix of a multinomial and conditional choice model by adding a conditional part to (2), in which the covariates vary across different outcome categories, but the model parameters are constant over outcome categories. The methods are of less interest to the conditional choice model itself, since the parameters do not grow in the number of choice alternatives. The same holds for ordered choice models, in which only the intercepts are alternative-specific. Another interesting application of the cluster methods is the rank ordered model, in which the model parameters are also alternative-specific.

3 Bayesian Inference

To estimate the posterior distributions of the parameters in \( \beta \), we approximate the two-way Dirichlet process mixture model by truncating the Dirichlet processes at the \( L \)th term by setting \( V_L = 1 \) for a finite number \( L \). The Gibbs sampler for the truncated Dirichlet process is simpler than corresponding samplers for the full Dirichlet process, while displaying favorable mixing properties (Ishwaran and James, 2002). Section 3.1 discusses the prior distributions and Section 3.2 the posterior distribution. Appendix A.1 shows that the approximation error resulting from the truncation is small and Appendix A.2 shows how the prior distributions can be parametrized according to prior beliefs about the number of distinct effects over outcome and explanatory categories. Appendix A.3 provides a detailed outline of the posterior sampling algorithm and Appendix A.4 of the predictive sampling algorithm.
3.1 Prior distributions

The Dirichlet process mixture model is defined by a Dirichlet process prior on the parameters \( \beta \). To complete the prior specification for \( \beta \), we specify the base distribution \( H_\beta \),

\[
\beta_{1k} \sim \mathcal{N}(0, 0) \text{ and } \beta_{jk} | \sigma_\beta^2 \sim \mathcal{N}(0, \sigma_\beta^2),
\]

where \( j = 2, \ldots, J \), \( k = 1, \ldots, K \), and \( \sigma_\beta \in \mathcal{R}^+ \). Note that the normal distribution turns into the Dirac delta function \( \delta(0) \) when the variance is zero.

We let the data determine the number of clusters by treating the concentration parameters as unknown with a prior distribution,

\[
\lambda_J | \eta_{J1}, \eta_{J2} \sim \text{Gamma}(\eta_{J1}, \eta_{J2}), \quad \lambda_D | \eta_{D1}, \eta_{D2} \sim \text{Gamma}(\eta_{D1}, \eta_{D2}),
\]

where \( \text{Gamma}(\eta_1, \eta_2) \) denotes a gamma distribution with mean \( \eta_1/\eta_2 \). The values \( (\eta_1, \eta_2) \in \mathcal{R}^+ \) directly effect the number of estimated clusters through the concentration parameter, where larger values for \( \lambda \) encourage more distinct values for the coefficients. We set \( \eta_1/\eta_2 \) equal to the value of the concentration parameter that matches the prior belief on the number of clusters as discussed in Appendix A.2, and use \( \eta_2 \) to govern the dispersion around the mean.

We conclude with the prior specification for the intercept parameters \( \alpha \),

\[
\alpha_1 \sim \mathcal{N}(0, 0) \text{ and } \alpha_j | \sigma_\alpha^2 \sim \mathcal{N}(0, \sigma_\alpha^2),
\]

where \( j = 2, \ldots, J \), and \( \sigma_\alpha \in \mathcal{R}^+ \).

3.2 Posterior distribution

To estimate the posterior distributions of the parameters, we rely on a Markov Chain Monte Carlo sampler with data augmentation. The representations of the mixture models in (12) and (15) condition on the choice alternative classification variable \( C \) and the explanatory dummy category classification variable \( D \), respectively. Using these representations of the model allows for clustering over both the outcome category and the explanatory category dimension, by simulating the
latent classification variables alongside the model parameters in $\alpha$ and $\beta$, and the cluster probabilities $p$ and $q$.

In each iteration of the Gibbs sampler, we sample the parameters $\alpha$, $\beta$, $p$, and $q$ together with the latent classification variables $C$ and $D$ from their full conditional distributions, given the data $y = (y_1, \ldots, y_N)'$ and $x = (x_1, \ldots, x_N)'$. The Markov Chain Monte Carlo simulation scheme is as follows:

1. Sample $z|\alpha, \tilde{\beta}, C, D, y, x$
2. Sample $\alpha|\tilde{\beta}, C, \sigma_\alpha, z, x$
3. Sample $\tilde{\beta}|C, D, \sigma_\beta, \alpha, z, x$
4. Sample $C|p, \alpha, \tilde{\beta}, D, z, x$
5. Sample $D|q, \alpha, \tilde{\beta}, C, z, x$
6. Sample $p|C, \lambda_J$ and $q|D, \lambda_D$
7. Sample $\lambda_J|p, \eta_{J1}, \eta_{J2}$ and $\lambda_D|q, \eta_{D1}, \eta_{D2}$

The first sampling step distinguishes the sampling algorithm for the multinomial probit model from a normal mixture model. Since the multinomial probit model can be represented by a set of Gaussian latent variables, as we show in (2), sampling the latent variables $z = (z_1, \ldots, z_N)'$ conditional on the observed choices in $y$ is sufficient (Albert and Chib, 1993). Since $z$ contains continuous normally distributed variables, it can serve as dependent variable in the sampling steps of Ishwaran and James (2002).

The intercept and coefficient parameters are sampled conditionally on $z$. The parameters in the parameter matrix $\tilde{\beta}$, with rows $\tilde{\beta}_l = (\tilde{\gamma}_l', \tilde{\kappa}_{l1}, \ldots, \tilde{\kappa}_{lL_D})$, are sampled in the third step, which extends the sampler of Ishwaran and James (2002) in two directions. First, their sample algorithm is developed for normal mixtures over the observations $i = 1, \ldots, N$, which is relatively straightforward since clusters of observations are independent of each other. We sample parameter values for clusters over the dimensions $j = 1, \ldots, J$ and $k = 1, \ldots, K_d$. Second, we extend sampling model parameters over one-way clusters to two-way clustering, by
sampling the model parameters simultaneously over the outcome and explanatory category clusters.

The fourth and fifth sampling steps draw the classification vectors. For identification purposes, the first outcome category is in every iteration of the sampler assigned to the first cluster, in which the parameter values $\tilde{\beta}_1$ are equal to zero. Since the categorical explanatory regressors $d_i$ may be correlated with explanatory variables in $w_i$, there is potential dependence between parameters corresponding to different category dummies, which should be taken into account when sampling the classification variables $D$.

The probabilities of each cluster of outcome categories and the probabilities of each cluster of explanatory categories are sampled in the sixth step, and finally we resample the concentration parameters. Appendix A.3 provides a detailed outline of the sampling steps.

4 Empirical Application

This section estimates the effect of household composition on holiday destinations using survey data from a Dutch market research company. The market research company is interested how preferences for holiday destinations differ across household types.

Due to the large number of choice categories and explanatory categories, this question is well-suited to be analyzed by the two-way mixture model. Dutch holidaymakers visit a large number of different holiday destinations each year. Households can be grouped in different categories with single households, couples with children of different age groups, or families of adults. Since the household composition is a categorical variable, it enters the analysis as a set of dummy variables. Estimating the effects of these household dummies on the holiday destination categories in a conventional choice model, results in a large number of parameter estimates. The large amount of parameter uncertainty and the large number of parameter estimates to be interpreted make it difficult to extract an answer to our research question.
4.1 Data

The data set consists of details of all reported holidays undertaken in 2015 by 6512 Dutch respondents and their individual characteristics. Among other things, respondents were asked to which country or region they have been for holidays and for how long. Since decision processes of households differ between short breaks and long vacations, we analyze the 4907 holidays with a foreign destination of more than seven days. Jointly analyzing the decision process for the 1881 domestic holidays and the 4907 foreign holidays asks for some kind of baseline inflated choice model, which is outside the scope of this paper.

The respondents could select their foreign holiday destination from 77 categories in the survey, from which the market research company grouped countries of certain regions into one category. Subsequently, we grouped categories in the survey answers to end up with a minimum of ten observations per category. Categories which are never chosen by respondents are deleted. Appendix C.1 shows the countries per holiday destination choice category. We set the most frequent chosen holiday destination, which is France, as the base category. Figure 1 shows the frequency counts for the 49 categories in the resulting dependent variable. The overall pattern in the survey answers is representative for the Dutch holiday market.

Figure 1: Frequency counts choice categories

This figure shows the frequency counts for the categorical dependent variable. The categories represent destinations of foreign holidays of more than seven days of Dutch households.
The survey asked the respondents to select their household composition out of eleven categories. The first two categories distinguish singles under 35 from singles above 35. The third till ninth category describe households with children. Kids are divided among the age groups 0-5, 6-12, and 13-17, and four categories describe all possible combinations of these age groups in a family. The final two categories contain households of two or more persons in which everyone is 18 years or older, with the head of the household under 35 or older than 35. Figure 2 shows the frequency counts for the dummy categories.

In addition to the set of household composition dummy variables, we include ten control variables. We control for the income of the household, which is measured as a categorical variable, by the standardized logarithm of the maximum of the income category of the household in a continuous variable. A dummy variable corrects for respondents who do not want to say or do not know their income. The set of controls is completed by dummies indicating respondents who are retired, are student, own a moving holiday accommodation, own a fixed holiday accommodation, and are in a specific social class. Appendix C.2 explains the control variables in more detail and provides descriptive statistics.

Figure 2: Frequency counts household categories

This figure shows the frequency counts for the categorical explanatory variable. The categories represent the household compositions of the survey respondents for each holiday.
4.2 Modelling choices

We estimate the parameters $\beta$ in the multinomial probit model defined in (1) and (2) on the first 4000 holidays and use the remaining 907 holidays for out-of-sample analysis. In the standard multinomial probit model, all parameters in the $J \times K$ matrix $\beta$ are unique, which amounts to $49 \times 21 = 1029$ parameters with only 4000 observations on a nominal scale. To decrease parameter uncertainty and increase interpretability of the results, we cluster over both dimensions of the parameter matrix $\beta$ in the two-way mixture model (17). The parameters are sampled as discussed in Section 3.

The truncation level of the number of potential choice category clusters is set equal to $L_J = 25$. Since the number of choice categories is $J = 49 > L_J$, we are charged with an approximation error. Following the procedure in Appendix A.1, we find that the expectation and the variance of the aggregated higher order probabilities equal 0.038 and $6.926 \times 10^{-4}$ for the sampled $\alpha_J$ in the last iteration of the Gibbs sampler. We do not truncate the number of potential dummy category clusters, $L_D = K_d = 10$, which means that we specify a full Dirichlet process for the explanatory categories.

We follow Section A.2 in choosing the parameter values in the prior distributions for the concentration parameters. Our prior belief about the mode of $L_J^*$, the number of unique parameter values over holiday destinations, is 15 and about $L_D^*$, the number of unique parameter values over household compositions, is 5. The prior distributions that match these beliefs are $\lambda_J \sim \text{Gamma}(7.15 \times 20, 20)$ with $\text{var}(L_J^*) = 8.852$ and $\lambda_D \sim \text{Gamma}(3.47 \times 1, 1)$ with $\text{var}(L_D^*) = 3.352$. As in the simulation study in Appendix B we allow for a wide range of plausible values for the model parameters within a multinomial choice model, and set the prior variance of the model parameters equal to $\sigma_\alpha^2 = \sigma_\beta^2 = 1$.

Posterior results are based on 200,000 iterations of the Gibbs sampler, from which the first 100,000 are discarded, and we use a thinning value of 10. Appendix C.3 shows by means of convergence diagnostics that this number of retained draws is sufficient for posterior inference.
4.3 Results

Figure 3 shows that the two-way mixture model reduces the dimensions over the choice categories from 49 holiday destinations to nine unique parameter values, and over the the explanatory categories from 11 household compositions to maximum five unique parameter values. The left panel of Figure 3 shows that after convergence all posterior probability mass is concentrated at nine unique parameters for the holiday destinations. The posterior mode in the right panel is located at three clusters of households compositions, with the remaining 34 and 3 percent of probability mass at four and five clusters, respectively. For both dimensions, a large variance of the prior distributions on the concentration parameters is employed, and the posterior distribution over the number of clusters makes a considerable move to the left relative to the prior distributions. This observation suggests that the shift to a more parsimonious model is driven by the data, instead of a prior specification encouraging a small number of clusters.

Figure 4 shows which holiday destinations and which household compositions

Figure 3: Application: Distribution number of unique parameter values

This figure shows the prior (□ in blue) and posterior (○ in red) distribution over the number of unique parameter values $L^*$ over the holiday destinations (left panel) and the household compositions (right panel). Appendix A.2 provides more information about the distribution of $L^*$. 

20
This figure shows the posterior probabilities that the holiday destination at a specific row is in the same cluster as the holiday destination at a specific column (left panel) and the posterior probabilities that household compositions at the rows and columns are in the same cluster (right panel) in the two-way mixture model. The posterior probabilities range from zero (light blue) to one (dark blue).

tend to cluster together. The left panel of Figure 4 shows that most holiday destinations share a cluster with multiple other destinations. The right panel shows the cluster assignment of the household composition dummies. We find that the holiday preferences of single households, in the second household category, and households with children aged 13-17, category five, deviate on average from the other households. The posterior probability that households with children aged 13-17 share the same preferences with households with kids between 0-5 and 13-17 (category 7) is 19 percent, and with household with kids between 0-5, 6-12, and 13-17 (category 9) is 5 percent.

Since the posterior probabilities of cluster memberships of all holiday destinations converge to zero or one, we can infer which destinations share the same clusters (and do not suffer from the label-switching problem). The left panel of Figure 4 shows that there are four categories with their own cluster. That is, for category 10, 12, 20, and 24 no other category than itself has a positive poste-
Figure 5: Application: Clustering holiday destinations

This figure shows the cluster assignments of the holiday destinations of Dutch households. Destinations with the same color are in the same parameter cluster according to Figure 4, and we do not have observations about white regions. The two-way mixture model estimates nine clusters. Appendix C.1 shows the countries in each of the 49 holiday destination choice categories.

Prior probability of being a cluster member. Figure 1 shows that these categories correspond to Germany, Austria, Spain, and Greece, respectively.

Figure 5 shows the parameter clustering over the world’s holiday destinations of Dutch households, according to the clustering of the choice categories in the left panel of Figure 4. The sets of destinations with the same color have the same regressor coefficients but different intercepts, which can be interpreted as the base preferences. Conditional on the household characteristics, the households have an expected preference ranking across countries with different colors, but the expected utility only differs in the base preferences between countries with the same color. The estimated parameter clustering is very different from an ad hoc grouping based on, for instance, geographical location.

Comparing the posterior densities of the standard multinomial probit model with the two-way mixture model, we find the densities of the latter model to be more precise. Figure 6 shows the posterior parameter distributions of the explanatory variables over all holiday destinations. The first row shows the parameter
This figure shows the posterior parameter distributions of a standard multinomial probit model (fat in blue) and the two-way mixture model (thin in red). The first row shows the parameter distributions of the intercepts $\alpha_j$, the second and third row of the $K_w$ control variables $\gamma_{jk}$, and the fourth row shows the parameter distributions of $\kappa_{jk}$ for $j = 1, \ldots, J$ and $k = 1, \ldots, K_d$.

distributions of the intercepts, the second and third row of the control variables, and the last row shows the parameter distributions over all explanatory categories in one window. The mixture model accounts for the uncertainty about the number of clusters, the cluster assignments, and parameter uncertainty. However, sampling separate parameter values for each destination in the standard multi-
nominal choice model results in much more noise. The shapes of the posterior parameter distributions show, except for width, also other differences. Since the mixture model clusters the base category destination France with other destinations, more probability mass is allocated to zero. The posterior distributions of the standard multinomial choice model over all choice categories approximate for most parameters a bell shape. Due to the mixing of parameters over different holiday destinations, the mixture model distributions are more often skewed and show for several parameters multiple modes.

The sum of the household dummy parameters and the intercepts can be interpreted as the average base preferences of each household category. Figure 7 shows these posterior means for each holiday destination and household composition. Since the intercepts are outcome category specific, the preferences vary over each holiday destination. All households have positive base preferences for the traditional popular destinations of Dutch holidaymakers; France, Germany, Austria, Spain, and Italy. However, the second and last household types, households in which every member is 35 or older, have a relatively small difference between base preferences for these popular destinations and other destinations. These households are more inclined to explore countries further away from home.

Figure 7: Application: Posterior parameter means for all variables categories

This figure shows the posterior parameter mean for each household composition category, as showed in Figure 2 over all choice categories in Figure 3. The values of the posterior means are indicated by the color bars with colors ranging from dark red (strongly negative) to dark blue (strongly positive).
Table 1: Model evaluation

<table>
<thead>
<tr>
<th></th>
<th>two-way</th>
<th>standard</th>
<th>naive</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>in</td>
<td>out</td>
<td>in</td>
</tr>
<tr>
<td>hit-rate</td>
<td>0.198</td>
<td>0.186</td>
<td>0.196</td>
</tr>
<tr>
<td>likelihood</td>
<td>-15769</td>
<td>-3600</td>
<td>-15274</td>
</tr>
</tbody>
</table>

This table shows in-sample and out-of-sample performance for predicting actual category choices measured by hit rates and log-likelihood as defined in Appendix A.4. The performance of the two-way mixture model is compared to a standard multinomial probit model and a naive method in which the category probabilities are calculated as percentage observed in the data, and the category with the largest probability is always chosen.

Table 1 shows substantial improvements in out-of-sample performance of the two-way mixture model relative to the standard multinomial choice model. The out-of-sample hit-rate of the two-mixture model equals 0.186, where the standard choice model (0.174) with does not improve upon the naive prediction method (0.175). The same holds for the out-of-sample likelihood, where the standard model is only slightly better than the naive method, and the two-mixture model shows the best fit. The gains in predictive performance may be explained by Figure 6, which suggests that the two-way mixture model is more efficient in estimating the model parameters than the standard multinomial choice model.

5 Conclusion

With choice data, the number of model parameters typically becomes large. Categorical characteristics of the decision makers enter the model as sets of dummy variables, in which each variable has its own choice alternative specific parameter. The two-way Dirichlet process mixture model clusters parameters over the choice categories and the explanatory dummy categories, while taking the relation between the dependent and independent variables into account.

In the high-dimensional empirical application, we examine how preferences for holiday destinations differ across household types. The mixture model, with potentially more than a thousand parameters, provides clear insights in the holiday
choice behavior. For instance, we find on average deviating holiday preferences of households with teenagers, and household in which everyone is 35 or older are more inclined to visit holiday destinations far away from home. Moreover, we show how the clustering over outcome categories and explanatory categories can be analyzed and find substantial gains in predictive performance relative to a standard choice model.
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A Bayesian Inference

A.1 Truncation level

The stick-breaking representation of the Dirichlet process prior, as in Section 2.3.2, provides a guideline for selecting the truncation level \( L \). When the higher order probabilities \( p = \{p_l\}^{\infty}_{l=L} \) in (9), or \( q \) for the explanatory categories, are small enough, the approximation error is negligible. Ishwaran and Zarepour (2000) derive the moments of the tail probability \( \sum^{\infty}_{l=L} p_l \),

\[
\mathbb{E} \left[ \sum^{\infty}_{l=L} p_l \right] = \left( \frac{\lambda}{\lambda + 1} \right)^{L-1}, \quad \text{var} \left[ \sum^{\infty}_{l=L} p_l \right] = \left( \frac{\lambda}{\lambda + 2} \right)^{L-1} - \left( \frac{\lambda}{\lambda + 1} \right)^{2L-2}, \quad (21)
\]

which are the mean and the variance of the tail probability, respectively. Using these statistics, we can test for a particular concentration parameter \( \lambda \) whether the truncation level results in a small enough approximation error.

A.2 Concentration parameter

The concentration parameter \( \lambda \) controls the number of clusters. Hence, the value for \( \lambda \) implies a prior distribution for the number of unique parameter values \( L^* \),

\[
Pr[L^* = j | \lambda] = c(j, J) \lambda^j \frac{\Gamma(\lambda)}{\Gamma(\lambda + J)}, \quad (22)
\]

where we cluster over \( j = 1, \ldots, J \) parameters, and \( c(j, J) = Pr[L^* = j | \lambda = 1] \). This implied prior distribution over the number of clusters is derived by Antoniak (1974), and Escobar and West (1995) discuss how the factors \( c(j, J) \) are calculated. The distribution runs from \( L^* = 1 \), which means no parameter variation at all, to \( L^* = J \) with unique parameter values for each \( j \).

Suppose we have a prior belief about the number of clusters \( L^* \). Van den Hauwe (2015) proposes to choose a value for the concentration parameter \( \lambda \) that sets the prior mode of \( L^* \) equal to that belief. The concentration parameter that matches...
the belief mode \([L^*] = m^*\) is

\[
\lambda_{m^*} = \frac{1}{2} \left( \exp(-\delta c(m^* + 1)) + \exp(-\delta c(m^*)) \right),
\]

(23)

with \(\delta c(1) = \log(c(1, J))\) and \(\delta c(m^*) = \log(c(m^*, J)) - \log(c(m^* - 1, J))\) for numerical stability.

By choosing \(\lambda\) as in (23) we control the prior mode of the distribution of the number of clusters. Conley et al. (2008) shows that for a range of fixed values for the concentration parameters, the prior distributions on the number of clusters are very informative. By putting a prior on the concentration parameter, we can also govern the variance of the distribution of the number of clusters.

We specify a prior distribution on \(\lambda\) with prior mean equal to the value in (23).

To check whether the prior induces enough dispersion around the prior mode of \(L^*\), we evaluate the marginal prior probability density function

\[
f(L^*) = \int f(L^*|\lambda)f(\lambda)d\lambda,
\]

(24)

with Monte Carlo integration, where \(f(L^*|\lambda)\) is the probability function in (22) and \(f(\lambda)\) is the prior probability density function of \(\lambda\).

### A.3 Posterior simulation

Let \(C^* = \{C_1^*, \ldots, C_{m_j}^*\}\) denote the current \(m_j\) unique values of \(C\) excluding \(C = 1\), and \(r_l\) the number of values in \(C\) which equal \(l\). Let \(D^* = \{D_1^*, \ldots, D_{m_d}^*\}\) denote the current \(m_d\) unique values of \(D\). The sampling steps are:

**Step 0.** Sample the initial draw for the model parameters as \(\hat{\beta}|\sigma_\beta \sim \mathcal{N}(0, \sigma^2)\), where \(\sigma^2 = \sigma_\beta^2\) when \(l \neq 1\) and \(\sigma^2 = 0\) when \(l = 1\). The initial draw for the concentration parameters is \(\lambda_J|\eta_{J1}, \eta_{J2} \sim \text{Gamma}(\eta_{J1}, \eta_{J2})\) and \(\lambda_D|\eta_{D1}, \eta_{D2} \sim \text{Gamma}(\eta_{D1}, \eta_{D2})\) and for the latent variables \(p|\lambda_j \sim \text{stick}(\lambda_j), C_j|p \sim \sum_{l=1}^{L_j} p_l \delta(l), q|\lambda_D \sim \text{stick}(\lambda_D), \) and \(D_k|q \sim \sum_{l=1}^{L_D} q_l \delta(l)\). Initialize the latent variables \(z_i\) by a draw from a standard normal distribution and center the vector at zero. Permute the elements so that the maximum of each \(z_i\) coincides with \(y_i\).
**Step 1.** Given sample the intercept parameters $\alpha$ according to.

$$
\alpha_j | \hat{\beta}, C, \sigma, z, x \sim \mathcal{N}(a_j, A^{-1}), \quad a_j = A^{-1} \sum_{i=1}^N z_{ij} - \hat{\beta}_C^t x_i, \quad A = N + \sigma_\alpha^{-2},
$$

for $j = 2, \ldots, J$.

**Step 2.** Given $C, D, \sigma, \alpha, z,$ and $x,$ sample the model parameters $\tilde{\beta}_l$ for $l = 1, \ldots, L_J.$ Distinguish three different cases to sample all parameters in $\tilde{\beta}_l$:

1. For $l \in \{C_1^*, \ldots, C_{m_j}^*\}$ and $\tilde{\kappa}_{l,k}$ with $k \in \{D_1^*, \ldots, D_{m_d}^*\},$ sample $\beta_l^* = (\tilde{\gamma}_l^t, \tilde{\kappa}_{l,D_1^*}, \ldots, \tilde{\kappa}_{l,D_{m_d}^*})$ in

   $$
   Z_l = \beta_l^t X_l^t + \eta,
   $$

   where $\eta$ is a $1 \times (r_l \times N)$ matrix with independent and identically standard normal distributed elements. The dependent variable $Z_l = (z_1^t, \ldots, z_N^t)$ is defined as a $1 \times (r_l \times N)$ matrix, in which $z_i^t$ are row vectors stacking all $z_{ij} - \alpha_j$ for which $C_j = l.$ Aggregate the dummies within each cluster, $x_i^* = (w_i^t, \sum_{k:D_k=D_1^*} d_{ik}, \ldots, \sum_{k:D_k=D_{m_d}^*} d_{ik})'$, set $x^* = (x_1^t, \ldots, x_N^t)'$, and stack $r_l$ times the matrix $x^*$ in the $(r_l \times N) \times (K_w + m_d)$ matrix $X_l.$ Sample $\beta_l^*$ according to

   $$
   \beta_l^* | C, D, \sigma, z, x \sim \mathcal{N}(b, B'^{-1}), \quad b = Z_l X_l B^{-1}, \quad B = X_l'^t X_l + \frac{1}{\sigma_\beta^2} I_{K_w + m_d}.
   $$

2. For $l \in C - \{C_1^*, \ldots, C_{m_j}^*\}$ and $\tilde{\kappa}_{l,k}$ with $k \in \{D_1^*, \ldots, D_{m_d}^*\},$ sample $\beta_l^*$ from the base distribution as $\beta_l^* | C, D, \sigma, z, x \sim \mathcal{N}(0, \sigma^2 I_{K_w + m_d}),$ where $\sigma^2 = \sigma_\beta^2$ when $l \neq 1$ and $\sigma^2 = 0$ when $l = 1.$

3. For $l \in C$ and $\tilde{\kappa}_{l,k}$ with $k \in D - \{1, D_1^*, \ldots, D_{m_d}^*\},$ sample $\tilde{\kappa}_{l,k}$ from the base distribution as $\tilde{\kappa}_{l,k} | C, D, \sigma, z, x \sim \mathcal{N}(0, \sigma^2),$ where $\sigma^2 = \sigma_\beta^2$ when $l \neq 1$ and $\sigma^2 = 0$ when $l = 1.$

**Step 3.** Given $p, \alpha, \tilde{\beta}, D, z,$ and $x,$ sample the classification vector of the outcome
categories $C = (1, C_2, \ldots, C_J)$ according to
\[
C_j|p, \alpha, \tilde{\beta}, D, z, x \sim \sum_{l=1}^{L_J} \pi_{lj} \delta_l, \tag{26}
\]
for $j = 2, \ldots, J$. The conditional cluster probability $\pi_{lj}$ is a function of the unconditional cluster probability $p_l$ and the likelihood contributions of the latent utilities of each outcome category $z_j$ and the observed explanatory variables $x$, for the parameter value $\tilde{\beta}_l$. Since $z_{i1}, \ldots, z_{iJ}$ are conditionally independent,
\[
(\pi_{1j}, \ldots, \pi_{L_J,j}) \propto (p_1 \exp \left( -\frac{1}{2} \sum_{i=1}^{N} (z_{ij} - \alpha_j - \tilde{\gamma}_1 w_i - \sum_{k=1}^{K_d} \tilde{\kappa}_{1,d} d_{ik})^2 \right),
\ldots, p_{L_J} \exp \left( -\frac{1}{2} \sum_{i=1}^{N} (z_{ij} - \alpha_j - \tilde{\gamma}_{L_J} w_i - \sum_{k=1}^{K_d} \tilde{\kappa}_{L_J,d} d_{ik})^2 \right)).
\]

**Step 4.** Given $q$, $\alpha$, $\tilde{\beta}$, $C$, $z$, and $x$, sample the classification vector of the explanatory categories $D = (D_1, \ldots, D_{K_d})$ according to
\[
D_k|q, \alpha, \tilde{\beta}, C, z, x \sim \sum_{l=1}^{L_d} \psi_{lk} \delta_l, \tag{27}
\]
for $k = 1, \ldots, K_d$. Since clusters of different explanatory dummies are not necessarily independent, we cannot distinguish between likelihood contributions of each explanatory category, as we do for individuals or outcome categories. To measure likelihood contribution of each cluster value for the different category dummy coefficients, we introduce
\[
\tilde{\kappa}_{C_j,kl} = (\tilde{\kappa}_{C_j,D_1}, \ldots, \tilde{\kappa}_{C_j,D_{k-1}}, \tilde{\kappa}_l, \tilde{\kappa}_{C_j,D_{k+1}}, \ldots, \tilde{\kappa}_{C_j,D_{K_d}}),
\]
which is the coefficient vector $\tilde{\kappa}_{C_j}$ based on the classification vector $D$ of the previous iteration of the sampler, where the coefficient corresponding to the $k$th dummy is replaced by the coefficient value of cluster $l$. Now the conditional cluster probabilities $\psi_{lk}$ are a function of the unconditional
cluster probabilities \(q_l\) and the data \((z, x)\),

\[
(\psi_{1k}, \ldots, \psi_{L_d,k}) \propto \left( q_1 \exp \left( -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{J} (z_{ij} - \alpha_j - \tilde{\gamma}_{C_j} w_i - \tilde{\kappa}_{C_j,k_1} d_i)^2 \right) \right),
\]

\[
\ldots, q_{L_d} \exp \left( -\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{J} (z_{ij} - \alpha_j - \tilde{\gamma}_{C_j} w_i - \tilde{\kappa}_{C_j,k,L_d} d_i)^2 \right) \right).
\]

**Step 5.** Given \(C\) and \(\lambda_J\), sample the unconditional cluster probabilities for the outcome categories from \(p|C, \lambda_J\) according to

\[
p_1 = V^*_1, \quad p_l = (1 - V^*_1)(1 - V^*_2)\ldots(1 - V^*_{l-1})V^*_l, \text{ for } l = 2, \ldots, L_J - 1,
\]

where

\[
V^*_l \sim \text{Beta} \left( 1 + r_l, \lambda_J + \sum_{k=l+1}^{L_J} r_k \right), \quad l = 1, \ldots, L_J - 1.
\]

Given \(D\) and \(\lambda_D\), sample the unconditional cluster probabilities for the explanatory categories \(q\) in the same way as for \(p\).

**Step 6.** Given \(p\), \(\eta_{J1}\), and \(\eta_{J2}\), sample the concentration parameter for the outcome categories \(\lambda_J\) according to

\[
\lambda_J|p, \eta_{J1}, \eta_{J2} \sim \text{Gamma} \left( L_J + \eta_{J1} - 1, \eta_{J2} - L_J - \sum_{l=1}^{L_J-1} \log(1 - V^*_l) \right). \quad (28)
\]

Given \(q\), \(\eta_{D1}\), and \(\eta_{D2}\), sample the concentration parameter for the explanatory categories \(\lambda_D\) in the same way as for \(\lambda_J\).

**Step 7.** Given \(\alpha, \tilde{\beta}, C, D, y,\) and \(x\), sample the latent variables \(z_{ij}\) for \(i = 1, \ldots, N\) and for \(j = 1, \ldots, J\). Following from [1], \(z_{ij} \geq \max(z_{i}^{(j)})\) if \(y_i = j\) and \(z_{ij} \leq \max(z_{i}^{(j)})\) if \(y_i \neq j\), where \(z_{i}^{(j)} = (z_{i1}, \ldots, z_{i,j-1}, z_{i,j+1}, \ldots, z_{iJ})\). Hence,
sample \( z_{ij} \) for \( j = y_i \) and for \( j \neq y_i \) respectively according to

\[
z_{ij}|z_i^{(j)}, \alpha_j, \tilde{\beta}_{C_j}, D, y_i, x_i \sim \mathcal{N}_{+\text{max}(z_i^{(j)})}\left(\alpha_j + \tilde{\gamma}'_{C_j}w_i + \sum_{k=1}^{K_d} \tilde{\kappa}_{C_j,D_k}d_{ik}, 1\right),
\]

\[
z_{ij}|z_i^{(j)}, \alpha_j, \tilde{\beta}_{C_j}, D, y_i, x_i \sim \mathcal{N}_{-\text{max}(z_i^{(j)})}\left(\alpha_j + \tilde{\gamma}'_{C_j}w_i + \sum_{k=1}^{K_d} \tilde{\kappa}_{C_j,D_k}d_{ik}, 1\right),
\]

where \( \mathcal{N}_{+a}(\mu, \sigma^2) \) and \( \mathcal{N}_{-a}(\mu, \sigma^2) \) represent a normal distribution with expectation \( \mu \) and variance \( \sigma^2 \) truncated from below or above by \( a \), respectively.

**Step 8.** Go to Step 1.

Note that this sample algorithm clusters parameters over both outcome and explanatory categories. In case we only want to cluster over outcome categories, we simply put all explanatory variables in \( w_i \). The vector \( d_i \) remains empty, which means that we do not have to restructure the dummy variables and sample their parameters \( \tilde{\kappa} \) in Step 2, and ignore Step 4 of the sample algorithm. On the other hand, when we only cluster parameters over explanatory variables, we set \( \mathcal{L}_J = J \), \( C = (1, 2, \ldots, J) \), and skip Step 3.

**A.4 Predictive Distributions and evaluation criteria**

The predictive densities of \( y_i \) for different individuals \( i = 1, \ldots, N \) are simulated by means of (1) and (2) in each iteration of the sampler, together with the parameter draws obtained in that sample iteration. In iteration \( s \) of the sampler, we have

\[
y_i^{(s)}(z_{ij}^{(s)}) = j \text{ if } z_{ij}^{(s)} = \text{max}(z_i^{(s)}),
\]

where \( z_i^{(s)} = (z_{i1}^{(s)}, \ldots, z_{iJ}^{(s)}) \) is a vector with draws of the latent utilities in iteration \( s \) of the sampler. We obtain a draw from the predictive density of \( z_{ij} \) as follows

\[
z_{ij}^{(s)} = \alpha_j^{(s)} + \tilde{\gamma}_{C_j}^{(s)}w_i + \sum_{k=1}^{K_d} \tilde{\kappa}_{C_j,D_k}^{(s)}d_{ik} + \varepsilon_{ij}^{(s)}, \quad \varepsilon_{ij}^{(s)} \sim \mathcal{N}(0, I_J),
\]
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for \( j = 1, \ldots, J \), where \( \alpha_j^{(s)}, \tilde{\gamma}^{(s)} \) and \( \tilde{\kappa}^{(s)} \) are the model parameter draws for \( \alpha_j, \tilde{\gamma} \) and \( \tilde{\kappa} \), and \( C_j^{(s)} \) and \( D_k^{(s)} \) are the classification parameter draws for \( C_j \) and \( D_k \) in iteration \( s \) of the sampler.

The predictive distribution provides the estimated choice probabilities by

\[
\hat{P}(y_i = j) = \frac{1}{S} \sum_{s=1}^{S} I[y_i^{(s)} = j],
\]

where \( S \) denotes the number of samples from the predictive density, \( I(A) \) is an indicator function that equals one if event \( A \) occurs and zero otherwise, and \( y_i^{(s)} \) is defined in (29).

The accuracy of the predictive density is measured by the hit-rate and the log-likelihood. The hit-rate is defined as

\[
HR = \frac{1}{NJ} \sum_{i=1}^{N} \sum_{j=1}^{J} I[\hat{P}(y_i = j) \geq \hat{P}(y_i = k) \forall k] I[y_i = j],
\]

and the log-likelihood equals

\[
LL = \sum_{i=1}^{N} \sum_{j=1}^{J} I[y_i = j] \ln(\hat{P}(y_i = j)) + (1 - I[y_i = j]) \ln(1 - \hat{P}(y_i = j)).
\]

\[\text{B Numerical Experiment}\]

This appendix examines the practical implications of the parameter clustering methods on simulated data. We estimate the two-way mixture model and compare the performance to a standard multinomial choice model.

\[\text{B.1 General set-up}\]

The choice data are generated from a multinomial choice model with control variables and a categorical explanatory variable. The outcome categories and the explanatory categories vary both over two parameter clusters. The data generat-
ing process takes the form
\[
y_i(z_i) = j \text{ if } z_{ij} = \max(z_i),
\]
\[
z_{ij} = \alpha_j + \gamma_j'w_i + \kappa_jd_i + \varepsilon_{ij}, \quad \varepsilon_{ij} \sim \mathcal{N}(0, 1),
\]
with \(j = 1, \ldots, J\) and \(i = 1, \ldots, N\). The vector \(w_i = (w_{i1}, w_{i2})\) includes two standard normally distributed variables \(w_i \sim \mathcal{N}(0, I_2)\). The categorical dummies are drawn from a multinomial distribution
\[
(d_{i1}, \ldots, d_{i,K_d}, d_{i,K_d+1}) \sim \text{Multinomial} \left( \frac{p_{d_1}}{K_d}, \ldots, \frac{p_{d_{K_d}}}{K_d}, 1 - p_{d_i} \right),
\]
where \(p_{d_i} = \frac{\exp(w_{i2})}{1 + \exp(w_{i2})}\) and \(d_i = (d_{i1}, \ldots, d_{i,K_d})\).

We mimic the dimensions of the empirical application in Section 4 and apply the Gibbs sampler to \(N = 4000\) observations simulated from the data generating process, and use another 1000 observations for out-of-sample analysis. We set the number of outcome categories to \(J = 50\) and the number of explanatory categories to \(K_d = 10\). The outcome and explanatory categories are clustered into two groups, with model parameter values \(\tilde{\beta}_l = (\tilde{\gamma}'_l, \tilde{\kappa}_{l1}, \ldots, \tilde{\kappa}_{lL_D})\) equal to
\[
\tilde{\beta}_1 = (\tilde{\gamma}'_1, \tilde{\kappa}_{11}, \tilde{\kappa}_{12}) = \left( \begin{array}{ccc} 0 & 0 & 0 \end{array} \right),
\]
\[
\tilde{\beta}_2 = (\tilde{\gamma}'_2, \tilde{\kappa}_{21}, \tilde{\kappa}_{22}) = \left( \begin{array}{ccc} -1 & 1 & 2 \end{array} \right),
\]
where \(\beta_j = (\gamma'_j, \kappa_{C_j, D_1}, \ldots, \kappa_{C_j, D_{10}})\) with \(C_j = 1\) for \(j = 1, \ldots, 25\) and \(C_j = 2\) for \(j = 26, \ldots, 50\), and \(D_k = 1\) for \(k = 1, \ldots, 5\) and \(D_k = 2\) for \(k = 6, \ldots, 10\). The intercepts \(\alpha_j = 0\) for \(j = 1, \ldots, 25\) and \(\alpha_j = -1\) for \(j = 26, \ldots, 50\).

We set \(L_J = L_D = 10\). Since \(L_D = K_d\), we estimate a full Dirichlet process for the explanatory categories. By truncating the number of possible outcome category clusters to \(L_J\), we obtain a potential approximation error. Following the procedure in Appendix A.1, the expectation and the variance of the aggregated higher order probabilities equal 0.001 and \(2.979 \times 10^{-5}\) for the sampled \(\alpha_j\) in the last iteration of the Gibbs sampler for the two-way mixture model. These numbers confirm that the approximation error is negligible in the posterior simulation.

The priors for the concentration parameters are parametrized according to
the procedure in Section A.2. The means of the prior distributions equal the concentration parameters that match the prior belief that the mode of unique parameter values equals five. That results in the distributions $\alpha_J \sim \text{Gamma}(1.30 \times 10, 10)$ with $\text{var}(L_J^\ast) = 4.27$ and $\alpha_D \sim \text{Gamma}(3.47 \times 1, 1)$ with $\text{var}(L_D^\ast) = 2.99$. The prior variance of the model parameters is set to $\sigma^2_\alpha = \sigma^2_\beta = 1$, which allows for a wide range of plausible values within a multinomial choice model.

Posterior results are based on 200,000 iterations of the Gibbs sampler, from which the first 100,000 are discarded and we use a thinning value of 10.

B.2 Results

The mixture model correctly identifies the number of different parameter clusters and cluster memberships of the categories. Figure 8 shows the posterior distributions together with the prior distributions for the number of distinct parameter values for both the outcome categories and the explanatory categories. The posteriors for both dimensions shift all probability mass under the relatively uninformative prior to two clusters, which is equal to the number of clusters in the data.

Figure 8: Two-way: Distribution number of unique parameter values

This figure shows the prior (□ in blue) and posterior (○ in red) distribution over the number of unique parameter values $L^\ast$ over the outcome categories (left panel) and the explanatory categories (right panel) in the two-way mixture model.
generating process.

Figure 9 displays that the cluster assignment of the categories equal to what is expected based on the data generating process. With posterior probability equal to zero, two categories share a parameter cluster when that is not the case in the data generating process. All first 25 outcome categories are assigned to a cluster with the base category, in which all parameter values are exactly zero, and also the final 25 categories are in one and the same cluster with probability one. The same findings hold for the explanatory categories.

Mixing a large number of categories into a relatively small number of parameter clusters improves in parameter estimation efficiency. Figure 10 shows the posterior parameter distributions of the two-way mixture model and a standard multinomial probit model. The mixture model estimates considerable thinner posterior distributions compared to the standard multinomial choice model. Moreover, the posterior parameter distributions of the mixture model are centered around the

Figure 9: Two-way: Posterior probabilities cluster memberships

This figure shows the posterior probabilities that the outcome category at a specific row is in the same cluster as the outcome category at a specific column (left panel) and the posterior probabilities that explanatory categories at the rows and columns are in the same cluster (right panel) in the two-way clustering model. The posterior probabilities range from zero (light blue) to one (dark blue).
This table shows the performance measures for the parameters averaged over the outcome categories in the first cluster in the first five rows, and for the second cluster in the last five rows. The parameter draws for the dummies in the same cluster are averaged in $\bar{\kappa}_j,1:5 = \frac{1}{5} \sum_{k=1}^{5} \kappa_{jk}$ and $\bar{\kappa}_j,6:K_d = \frac{1}{K_d} \sum_{k=6}^{K_d} \kappa_{jk}$. The first column shows the parameter values in the data generating process, where the posterior modes of the standard model deviate from these values. Note that outcome categories clustered with the first outcome category have parameter values exactly equal to zero, resulting in an accumulation of probability mass at zero in the posterior distributions of the mixture model.

The posterior parameter distribution diagnostics in Table 2 formalize the gains in estimation performance due to parameter clustering. The mixture model outperforms the benchmark for all diagnostics on each estimated parameter. The posterior parameter means of the mixture model are much closer to the parameter values in the data generating process, which is confirmed by the values of the mean squared error and the mean absolute error of the parameter draws. The relative interquartile range values show that the Dirichlet process prior is more efficient in exploiting sample information than the standard multinomial choice model.

Table 3 shows that two-way parameter clustering also yields higher out-of-

<table>
<thead>
<tr>
<th>j</th>
<th>DGP</th>
<th>cluster</th>
<th></th>
<th>standard</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MSE</td>
<td>MAE</td>
<td>IQR</td>
<td>MSE</td>
</tr>
<tr>
<td>α</td>
<td>0.000</td>
<td>0.012</td>
<td>0.000</td>
<td>0.087</td>
<td>0.016</td>
</tr>
<tr>
<td>γ_1</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.011</td>
</tr>
<tr>
<td>γ_2</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.018</td>
</tr>
<tr>
<td>$\bar{\kappa}_{1:5}$</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.126</td>
</tr>
<tr>
<td>$\bar{\kappa}_{6:10}$</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.000</td>
<td>0.800</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>j</th>
<th>DGP</th>
<th>cluster</th>
<th></th>
<th>standard</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>MSE</td>
<td>MAE</td>
<td>IQR</td>
<td>MSE</td>
</tr>
<tr>
<td>α</td>
<td>-1.000</td>
<td>0.021</td>
<td>0.122</td>
<td>0.110</td>
<td>0.094</td>
</tr>
<tr>
<td>γ_1</td>
<td>-1.000</td>
<td>0.003</td>
<td>0.042</td>
<td>0.047</td>
<td>0.059</td>
</tr>
<tr>
<td>γ_2</td>
<td>1.000</td>
<td>0.002</td>
<td>0.035</td>
<td>0.052</td>
<td>0.050</td>
</tr>
<tr>
<td>$\bar{\kappa}_{1:5}$</td>
<td>0.000</td>
<td>0.015</td>
<td>0.109</td>
<td>0.080</td>
<td>0.294</td>
</tr>
<tr>
<td>$\bar{\kappa}_{6:10}$</td>
<td>2.000</td>
<td>0.031</td>
<td>0.160</td>
<td>0.096</td>
<td>1.356</td>
</tr>
</tbody>
</table>
This figure shows the posterior parameter distributions of a standard multinomial probit model (fat, in blue) and the two-way clustering model (thin, in red). The first row shows the parameter distributions of the intercepts $\alpha_j$, the second row of the $K_w$ control variables $\gamma_{jk}$, and the third row shows the parameter distributions of $\kappa_{jk}$ for $j = 1, \ldots, J$ and $k = 1, \ldots, K_d$. The black dots represent the parameter values in the data generating process in (36).

sample hit rates and likelihoods relative to a standard choice model. In-sample,
the standard model achieves a better hit rate, probably due to the large number of parameters. However, this gain in accuracy comes at the cost of efficiency. Therefore, the out-of-sample hit rate is better for the mixture model.

C  Empirical application

C.1  Overview categorical dependent variable

This appendix shows the countries within each holiday destination choice category in Figure 1 in Section 4.
This table shows the 28 categories of gross annual income of a household. The last category, no response, includes the households which do not know or do not want to say what their income is. The income categories are included in the models as the standardized log mean of each income group. We correct for the no responses by including a dummy in the model.
This figure shows the frequency counts for the explanatory control variables. Moving holiday accommodations include tents, caravans, campers, and cabin boats. Fixed holiday accommodations are defined as holiday homes or a mobile home with a fixed location. The sample is divided in five social classes, captured by four dummy variables. The upper social class A is the reference category, B and C represent the middle class, and D is the lower social class.

C.3 Convergence diagnostics

To infer whether we use enough draws from our posterior simulator, we analyze inefficiency factors 

\[ 1 + 2 \sum_{f=1}^{\infty} \rho_f \]

where \( \rho_f \) is the \( f \)th order autocorrelation of the chain of draws for a specific parameter. We use the Bartlett kernel as in Newey and West (1987) with a bandwidth of four percent of the sample draws. The inefficiency factors equal the variance of the mean of the posterior draws from the sampler, divided by the variance of the mean assuming independent draws. When we require the variance of the mean of the posterior draws to be limited to at most one percent of the variation due to the data, the inefficiency factor provides an indication of the minimum number of draws to achieve this, see Kim et al. (1998).

We also test for convergence of the sampler by the Geweke (1992) t-test for the null hypothesis of equality of the means computed from the first 20 percent and the last 40 percent of the sample draws. We compute the variances of the means using the Newey and West (1987) heteroskedasticity and autocorrelation robust variance estimator with a bandwidth of four percent of the sample sizes.
Table 5: Summary of simulation convergence tests and inefficiency factors

<table>
<thead>
<tr>
<th>Control variables</th>
<th>Convergence test</th>
<th>Inefficiency factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
<td>5%</td>
</tr>
<tr>
<td>income</td>
<td>0.042</td>
<td>0.021</td>
</tr>
<tr>
<td>income dummy</td>
<td>0.083</td>
<td>0.021</td>
</tr>
<tr>
<td>retired</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>student</td>
<td>0.708</td>
<td>0.104</td>
</tr>
<tr>
<td>moving accommodation</td>
<td>0.583</td>
<td>0.583</td>
</tr>
<tr>
<td>fixed accommodation</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>social class B1</td>
<td>0.021</td>
<td>0.021</td>
</tr>
<tr>
<td>social class B2</td>
<td>0.021</td>
<td>0.000</td>
</tr>
<tr>
<td>social class C</td>
<td>0.021</td>
<td>0.000</td>
</tr>
<tr>
<td>social class D</td>
<td>0.021</td>
<td>0.021</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Household categories</th>
<th>Convergence test</th>
<th>Inefficiency factors</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>10%</td>
<td>5%</td>
</tr>
<tr>
<td>single &lt;35</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>single &gt;=35</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>kids 0-5</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>kids 6-12</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>kids 13-17</td>
<td>0.021</td>
<td>0.000</td>
</tr>
<tr>
<td>kids 0-5, 6-12</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>kids 0-5, 13-17</td>
<td>0.083</td>
<td>0.000</td>
</tr>
<tr>
<td>kids 6-12, 13-17</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>kids 0-5, 6-12, 13-17</td>
<td>0.833</td>
<td>0.792</td>
</tr>
<tr>
<td>hh&gt;1, head&lt;35</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

This table shows the percentage rejections per significance level on the convergence tests, and statistics of the inefficiency factors, over draws for all outcome categories. Parameters for which all draws are equal to the base category, which parameter values are identical to zero, are not included in this analysis. Note that the seventh and ninth household category only contain three and fifteen in-sample observations, respectively.