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Abstract

We estimate changes in the volatility of firm-level sales, earnings and employment growth of US firms. Our method differs from existing measures for firm-level sales and employment volatility in that it not only captures longer-run changes in volatility, but also measures cyclical changes in firm volatility. We detect substantial cyclical variation in firm-specific volatility around trend. Firm-specific volatility was low in the early 1990s, rose in the mid- and late-1990s, and was high around 2000. Our results are consistent with the hypothesis, deduced from models with financial frictions, that rising idiosyncratic volatility before 2001 contributed to the coincident rise in the external finance premium and to the 2001 recession. Endogenous pricing models imply that price adjustment is less frequent, and disinflation more costly, when firm-specific volatility is low. Consistent with endogenous pricing models, we find that the output cost of disinflation was three times larger in the early 1990s than in the early 2000s.
1 Introduction

This paper develops an empirical procedure to jointly estimate firm-specific volatility and dispersion, and applies it to characterise cyclical changes in the volatility of US firms’ sales, earnings and employment growth.

Our study relates to papers by Comin and Philippon (2005), Comin and Mulani (2006), and Davis, Haltiwanger, Jarmin, and Miranda (2006), which characterise trend changes in the volatility of US firm-level sales and employment growth. These papers compare trends in firm volatility with a long-term decline in aggregate volatility known as the Great Moderation.  

While the above-mentioned papers focus on estimating longer-run changes in firm volatility, we also estimate cyclical changes in the volatility of firm-level sales, earnings and employment growth. We can do so because, unlike the above papers which compute rolling windows of volatility, we use a procedure that indicates changes in volatility at the same frequency as the available data. We document that in our data, firm volatility estimated using a rolling measure is similar to a smoothed version of our new volatility measure. On that basis, we argue that our volatility measure adds new information by uncovering cyclical deviations in firm volatility from trend.

This new information is economically important. In particular, knowing the level of firm volatility at any point of time is important in models where changes in firm volatility have an immediate, potentially short-lived dynamic macroeconomic effect. This applies to the following three model classes.

First, consider the effect of firm-specific volatility on the output-inflation trade-off and the degree of monetary policy non-neutrality. In models where firms endogenously decide whether to adjust prices, higher firm-specific volatility implies more frequent price adjustment.  


2 See the endogenous pricing model of Ball, Mankiw, and Romer (1988), and state-dependent pricing models with firm-specific productivity shocks such as Klenow and Willis (2006, 2007), Golosov and Lucas (2007), Gertler and Leahy (2008), Burstein and Hellwig (2008), Costain and Nakov (2011), Dotsey, King, and Wolman (2011), and Vavra (2011).
more frequent re-optimizations to also price in macroeconomic shocks that have not yet been priced in.\textsuperscript{3} Therefore, as Vavra (2011) explicitly documents, an increase in the volatility of firm-specific shocks implies that monetary policy and other aggregate demand shocks have larger short-run effects on the price level, and correspondingly smaller real effects. In other words, the Phillips curve is steeper when firm-specific volatility is higher, a result which is explicit in Gertler and Leahy (2008).

Second, consider the effect of a change in firm-specific volatility on the business cycle when financial frictions exist. In the model of Christiano, Motto, and Rostagno (2010), a rise in the volatility of firm-specific productivity shocks implies an increase in borrower default risk and the external finance premium, which in turn engenders a cyclical downturn in output growth.\textsuperscript{4}

Third, consider the effect of firm-specific volatility on aggregate output when firms face irreversibilities in the form of non-convex adjustment costs to labour and capital. In Bloom (2009) and Bloom, Floetotto, and Jaimovich (2009), a temporary rise in aggregate and firm-specific volatility, interpreted as a rise in uncertainty, results in a wait-and-see effect implying that on net, firms temporarily reduce investment and hiring. As a result, aggregate output temporarily declines.\textsuperscript{5}

Aside from the fact that we estimate cyclical changes in volatility, a second feature of our approach is that we separately estimate the firm-specific component of volatility in firm sales and employment growth by controlling for aggregate and sectoral factors behind variation in firm growth. In theoretical models, including those mentioned above, shocks are aggregate or firm-specific. Therefore, it is desirable to estimate firm-specific volatility separately rather than estimating a mixture of firm-specific and aggregate factors. To our knowledge, we are the first to estimate time-variation in the firm-specific component of firm sales and employment volatility. However, our approach is akin to a literature that estimates time-variation in the volatility of firm-level stock returns, decomposed into firm-specific, sectoral

\textsuperscript{3} Related to this point, Boivin, Giannoni and Mihov (2009) document that firms in sectors with more volatile sector-specific shocks adjust prices more rapidly in response to macroeconomic shocks than firms in sectors with less volatile sector-specific shocks.

\textsuperscript{4} See also Gilchrist, Sim, and Zakrajsek (2011).

\textsuperscript{5} See also Bachmann and Bayer (2011).
and aggregate volatility.\footnote{For evidence on changes in the volatility of stock returns in the United States, see Campbell, Lettau, Malkiel, and Xu (2001), Malkiel and Xu (2003), Fama and French (2004), Brown and Kapadia (2007), and Fink, Fink, Grullon, and Weston (2010). Hamao, Mei, and Xu (2007) provide evidence for Japan. For a similar methodology applied to differences across sectors in the volatility of sales and productivity, see Castro, Clementi, and Lee (2009).}

A third feature of our approach is that we jointly estimate firm-specific volatility as well as the implied dispersion in the distribution of firm growth rates. This implies that our empirical volatility measure captures the intuition, incorporated in the theoretical models of Bloom, Floetotto, and Jaimovich (2009), Christiano, Motto, and Rostagno (2010) and the other aforementioned theories, that firm-specific shocks engender dispersion in the firm growth distribution. Neither of the available empirical measures\footnote{Comin and Philippon (2005) and Comin and Mulani (2006) compute firm volatility, while Davis, Haltiwanger, Jarmin, and Miranda (2006) compute distinct volatility and dispersion measures. The empirical results of Bloom, Floetotto, and Jaimovich (2009) characterise changes in the dispersion of firm-level sales growth measured by the interquartile range of the sales growth distribution. Bachmann, Elstner, and Sims (2010) construct proxies for uncertainty from surveys on business expectations. Vavra (2011) characterises price dispersion by the interquartile range of price changes.} jointly estimate firm-specific volatility and dispersion.

We find that firm-specific volatility gradually increased throughout the boom period of the 1990s. On the other hand, firm-specific volatility gradually decreased after the Volcker disinflation and after the 2000 stock market crash and 2001 recession. Our interpretation is that firms tend to become gradually more stable after adverse aggregate events, but become gradually more volatile during extended boom periods. In line with that pattern, we find that firm-specific volatility is positively correlated with current and past output gaps in our sample, 1986-2005. We attribute these findings to the possibility that after a negative aggregate shock to growth, firms become less prone to invest in projects that are ex ante risky, such that measured ex post volatility gradually declines as the fraction of capital reflecting less risky investment projects increases.

Our intuition is that any such positive effect of aggregate output on firm volatility may co-exist with the negative effect of firm volatility on output implied by the above-mentioned financial frictions and irreversibility theories. To the extent that the financial frictions and irreversibility models primarily suggest that sharp increases in firm-specific volatility cause recessions, their empirical validation rests on a negative relation between volatility (at the firm and aggregate level) and aggregate output during recessions. Our sample
contains only two NBER recessions, and our findings suggest that the 1990-91 recession was not caused or exacerbated by an increase in firm-specific volatility. On the other hand, firm-specific volatility rose before the 2001 recession, in line with the hypothesis that this rise in firm-specific volatility increased borrowing costs and/or caused firms to postpone investment and hiring, and therefore contributed to the 2001 recession.

Finally, firm-specific volatility was low in the early 1990s and high in the early 2000s. In endogenous pricing models, this implies less frequent repricing in the earlier episode, which in turn implies that a larger contraction in aggregate demand is needed to reduce inflation by any given amount. In line with endogenous pricing models, we find that the output cost of reducing inflation by any given amount was three times higher in the early 1990s than it was in the early 2000s.

Our paper is structured as follows. Section 2 characterises the data and discusses sample selection. Section 3 details our approach for estimating cyclical changes in firm volatility. Section 4 presents results. Section 5 interprets our findings. Section 6 concludes.

2 Data

Using annual data from the Thomson Worldscope database, we compute firm-level growth rates in nominal net sales, nominal Earnings Before Interest and Taxes (EBIT), and the number of employees for the period 1986-2005. The present section characterises the levels and growth data and discusses our choices regarding sample selection and data treatment. Subsequent sections characterise volatility in these firm-level growth rates.

We work with two main samples. Our “full sample” or “unbalanced panel” includes 15,425 firms that are incorporated in the United States and are listed on at least one of the US stock exchanges. This sample excludes firms that trade on the US stock market only through American Depositary Receipts (ADRs), as well as other firms that indicate a physical address outside the

---

8 Results are virtually identical when we deflate sales and EBIT by the aggregate Producer Price Index (PPI). Net sales equals gross sales minus cash discounts, trade discounts, and returned sales and allowances for which credit is given to the customer. EBIT is sales and other income minus operating expenses, without subtracting net expenditure on interest and taxes. The number of employees accounts for full-time and part-time employees, but excludes seasonal and emergency employees.
We also construct a “balanced panel” containing the subsample of 588 firms for which we can compute all three growth rates (sales, earnings and employment) for each of the twenty years in the sample. This is an effort to control for changes in sample composition. To see the importance of this, consider the following two reasons why sample composition varies over time in the unbalanced panel.

Firstly, all firms in our dataset are publicly traded. Davis, Haltiwanger, Jarmin, and Miranda (2006) find that firms newly listed in the 1980s and 1990s exhibit much greater volatility than earlier cohorts. They also show that cohort effects explain two thirds of the observed trend increase in the volatility of publicly traded firms from the 1970s to the 2000s. Because our balanced panel contains the same firms at every point of time, cohort effects do not affect its results. For comparison, note that Comin and Philippon (2005) and Comin and Mulani (2006) consider unbalanced panels of publicly traded firms.

Secondly, Worldscope has expanded its coverage of listed firms over time. Therefore, when a new firm appears in the database, this does not necessarily reflect a new listing. On the other hand, firms in the sample tend to stay as long as they continue to exist as listed companies. By expanding its coverage of listed firms, Worldscope has implicitly relaxed the criteria for inclusion in the database. In particular, smaller firms tend to have been included at a later date than larger firms. This change in sample composition matters in particular because of the stylised fact that smaller firms tend to be more volatile.

Figure 1 illustrates that this gradual inclusion of small firms implies a trend decline in the level of net sales, operational profit and the number of employees, a decline which we do not take to be representative for the overall

---

9 To arrive at the sample of 15,425 firms, we excluded 17 entities in the SIC division public administration. Next, we excluded 1,302 firms only listed through ADRs and 53 additional firms that indicate an address outside of the US. Finally, we excluded 269 firms with empty primary SIC code and 199 firms that are listed under the heading ‘nonclassifiable’ in the SIC structure.

10 Coverage of listed firms expanded in particular during the 1990s. The number of US firms for which data on all three growth rates (sales, EBIT and employment) are available in Worldscope increases from 1,629 in 1986 to 6,025 in 1999. Due to delisting in the early 2000s, the number of firms for which all three growth rates are available decreases to 4,915 in 2005.
population of firms. In Figures 1 through 4, large diamonds indicate the median in a given year, small diamonds indicate the 25th and 75th percentiles, and the dashed line indicates the mean. In the levels data, the mean substantially exceeds the 75th percentile, suggesting skewness in the distribution of firms.

A disadvantage of the balanced panel is that it contains a disproportionately large fraction of large firms. The fact that the balanced panel only includes firms that have never ceased to exist also means that, for firms of any given size, it tends to focus on stable firms with comparatively few observations with high volatility.

Furthermore, note that even if the balanced panel considers the same firms at any point of time, it does not quite hold sample composition constant in terms of firm size. The firms in the balanced panel tend to grow at a faster rate than aggregate output, implying that firm size gradually increases relative to the size of the economy. In that respect, we almost have the opposite issue as in the unbalanced panel. At any rate, Figure 2 indicates a stable upward trend in sales, profits and the number of employees in the balanced panel, with the exception of slowdowns during the recessions of the early 1990s and early 2000s.

Because of these disadvantages of the balanced panel, we investigate robustness on two counts. First, we find that our conclusions are robust to dividing the entire sample for continuously available firms into quartiles according to firm size, defined by the sales-to-GDP ratio. In that case, all observations in a subsample are within well-defined firm size bands, which is a way of holding firm size reasonably constant. To our knowledge, this is a new way of controlling for changes in sample composition in the literature on firm volatility.

Second, we estimate volatility in the unbalanced panel. In that exercise, we control for firm fixed effects, implying that our estimate of average volatility is less affected by the gradual extension of the sample to firms that are intrinsically more volatile. This is similar to the specifications in Comin and Philippon (2005) and Comin and Mulani (2006) that control for firm size and age. For every company in the unbalanced panel, we include all available observations, whether or not the company still exists at the end of

---

11 There is a reversal in this trend from about 2000. This reflects the fact that Worldscope coverage of listed firms is virtually complete from that point on, in combination with actual positive economic growth. For the first few observations after 2000, the increase in average firm size plausibly also reflects the delisting that happened in the aftermath of the 2000 stock market crash, where smaller firms were more likely to delist.
the sample. As will become apparent when we discuss results in Section 4, our main conclusions regarding cyclical swings in firm volatility hold for the balanced panel, the unbalanced panel, and apply across firm size quartiles. This robustness suggests that our conclusions are not driven by changes in sample composition.

Having discussed levels data, we now turn to growth rates. We compute annual growth rates in net sales and employment.\textsuperscript{12} For Earnings Before Interest and Taxes (EBIT), we cannot compute the growth rate for any year \( t \) in the usual fashion, since doing so would yield meaningless results when EBIT is negative in \( t \) and/or \( t - 1 \). Therefore, we compute growth in operational profit based on the change in EBIT divided by lagged net sales:

\[
\gamma_{it} = \frac{EBIT_{it} - EBIT_{i,t-1}}{SALES_{i,t-1}} \times 100
\]

We do not account for firm entry or exit, in the sense that we require two consecutive observations on sales, employment, or EBIT in order to compute a growth rate.\textsuperscript{13}

Even in the unbalanced panel, we only include observations for which data are available on all three growth rates. This ensures that the sample is the same for each of the three growth rates.

We windsorise the data in order to reduce the impact of outliers on our results. For every growth rate, we determine the 2.5th and 97.5th percentiles of all observations in the unbalanced panel. We replace any (negative) growth rate which falls below the 2.5th percentile by the value of the growth rate at the 2.5th percentile. Similarly, we replace any (positive) growth rate exceeding the 97.5th percentile by the value of the growth rate at the 97.5th percentile. We do not apply additional windsorizing to the balanced panel.

Figures 3 and 4 graph the distribution of sales, EBIT, and employment growth for the unbalanced and balanced panels, respectively. In both cases,

\textsuperscript{12} We compute sales growth after dropping the twenty-three observations for which net sales is strictly negative. Reported results are based on growth rates computed in the regular fashion. For instance, the sales growth rate of firm \( i \) in year \( t \) is \( \gamma_{it} = \frac{SALES_{it} - SALES_{i,t-1}}{SALES_{i,t-1}} \times 100 \). However, results are virtually indistinguishable when we use the measure in Davis, Haltiwanger, Jarmin, and Miranda (2006) : \( \gamma_{it} = \frac{SALES_{it} - SALES_{i,t-1}}{(SALES_{i,t} + SALES_{i,t-1}) / 2} \times 100 \).

\textsuperscript{13} We do not account for entry and exit because, as we mentioned earlier in this section, new appearances in the sample do not necessarily reflect actual entries.
the firm-level data accurately indicate slowdowns during the recessions of the early 1990s and early 2000s. Taking into account the scale difference on those two graphs, dispersion in growth rates across firms appears to be larger in the unbalanced panel. We confirm this finding more formally in Section 4.

3 Estimation

In this section, we describe our procedure for estimating firm-specific volatility and dispersion. Before doing so, we discuss the existing approach for estimating firm-level sales and employment volatility.

3.1 Existing Approach

Comin and Philippon (2005), Comin and Mulani (2006) and Davis, Haltiwanger, Jarmin, and Miranda (2006) all measure firm-level volatility based on rolling ten-year standard deviations of firm-level growth rates. In particular, they compute the volatility of firm $i$ in year $t$ as:

$$\sigma_{rt}^{\tau} = \sqrt{\frac{1}{10} \sum_{\tau=-4}^{\tau=5} (\gamma_{i,t+\tau} - \overline{\gamma}_{it})^2}$$  \hspace{1cm} (2)

We chose the superscript for $\sigma_{rt}^{\tau}$ in order to differentiate this “rolling” volatility measure from our cyclical measure in equation (4) below. $\gamma_{i,t}$ represents net sales growth, EBIT growth, or employment growth between year $t - 1$ and $t$ for firm $i$. $\overline{\gamma}_{it}$ captures the firm’s average growth in the years $t - 4$ to $t + 5$.

To translate the $\sigma_{rt}^{\tau}$’s into one estimate of firm-level volatility for any period $t$, the above-mentioned papers compute the cross-sectional median of $\sigma_{rt}^{\tau}$ and/or the (size-weighted or unweighted) average of $\sigma_{rt}^{\tau}$ across firms.

While equation (2) assigns the volatility estimate $\sigma_{rt}^{\tau}$ to a particular year $t$, measured volatility in fact depends on variation in growth rates between $t - 4$ and $t + 5$. In other words, $\sigma_{rt}^{\tau}$ does not yield a separate estimate of

---

14 Davis, Haltiwanger, Jarmin, and Miranda (2006) also consider a modified rolling standard deviation which accounts for firms with growth rates available for fewer than ten consecutive years.
volatility for any year. It is customary to assign the volatility estimate to a particular year, for instance to the mid-point as in equation (2). However, it is more precise to say that equation (2) captures average volatility for a ten-year period.

Since the cross-sectional median or average of $\sigma_{it}$ does not constitute a separate estimate for firm volatility in any year, rolling it forward does not accurately capture year-on-year changes in volatility. Because rolling standard deviations in successive periods overlap, they tend to smooth out annual changes in firm volatility. In this respect, in Section 5.1 we will document that a rolling volatility estimate resembles a smoothed version of our paper’s volatility estimate.

A volatility measure based on equation (2) is informative about longer-run changes in volatility, in the sense that it indicates how firm volatility changes from one ten-year period to another distinct ten-year period. Adopting the common definition of the business cycle as a cycle that takes between six quarters and eight years to complete, this implies that a rolling volatility measure indicates how volatility changes from one business cycle to the next. However, it smooths out shorter-run changes, and therefore does not accurately indicate how volatility changes at business cycle frequencies.

As a final point on the rolling volatility measure, note that empirical changes in firm-level variables reflect not only firm-specific events, but also aggregate conditions and sector-wide developments. Total firm-level volatility $\sigma_{it}$ in equation (2) in principle reflects all these factors without disentangling one from the other.

### 3.2 Our Method

We now discuss our procedure for estimating cyclical changes in firm-specific volatility. As we will discuss in more detail at the end of this section, our method differs from the rolling approach in three ways. First of all, our measure captures volatility for every year separately, and therefore accounts for cyclical changes in volatility. Second, our measure separately estimates the firm-specific component of firm-level volatility. Third, our measure jointly captures firm-specific volatility and dispersion in the firm growth distribution.

Our volatility measure is based on the residual of the following regression:

\[ \text{Residual} = \text{Total volatility} - \text{Firm-specific volatility} - \text{Dispersion in firm growth distribution} \]

\(^{15}\) See Stock and Watson (1999).
\[
\gamma_{it} = c + a_i + b_t + d_{st} + e_{qt} + \varepsilon_{it}
\] (3)

As in equation (2), \(\gamma_{it}\) represents net sales growth, EBIT growth, or employment growth between year \(t - 1\) and \(t\) for firm \(i\). The constant is \(c\).\footnote{We do not weigh observations by firm size. As Section 4.2 documents, our main conclusions are robust across firm size quartiles. This suggests that assigning more weight to larger firms would not alter our main conclusions.}

Due to the presence of firm fixed effects \(a_i\), the residual \(\varepsilon_{it}\) depends on the deviation of a firm’s growth rate from its average growth rate over the sample. This feature is similar to the fact that the rolling standard deviation in equation (2) depends on the deviation of firm growth from a time-varying mean growth rate.\footnote{In our approach, the firm’s mean growth rate does not need to be time-invariant. De Veirman and Levin (2009) model firm \(i\)’s mean growth rate as a Hodrick-Prescott trend of \(\gamma_{it}\). This allows for gradual time-variation in the mean growth rate.}

The effects of aggregate factors on firm growth are captured by time fixed effects \(b_t\), by sector-time interactions \(d_{st}\), and size quartile-time interactions \(e_{qt}\). By virtue of the two interaction terms, we allow aggregate factors to have a different effect on firm growth depending on a firm’s size and the sector in which it operates.

To construct the firm size effects, we divide all observations for the relevant panel into quartiles according to the sales-to-GDP ratio. We will also use these quartiles when we consider volatility patterns for every firm size category separately. All of the results in this paper are virtually unchanged when we construct size quartiles based on the number of employees.

To construct sector effects, we classify firms into three broad sectors by means of data on each firm’s primary Standard Industrial Classification (SIC) code. In particular, we classify firms into manufacturing firms, service firms (including firms in wholesale and retail trade), and firms operating in other sectors.\footnote{Manufacturing firms are from the SIC division manufacturing. Service firms are from the following three SIC divisions: services; wholesale trade; and retail trade. Firms in other sectors are in the five remaining private-sector SIC divisions: agriculture, forestry, fishing; mining; construction; transportation, communications, electric, gas, sanitary services; and finance, insurance, real estate.} As will become clear in Section 4.2, the results from the panels involving multiple sectors most closely reflect developments in the manufacturing sector.

We use heteroskedasticity-robust standard errors throughout this paper. As the results in Section 4 reveal, the typical standard deviation of \(\varepsilon_{it}\) changes
substantially over time, indicating that accounting for heteroskedasticity is important.

We now focus on the residual from equation (3). As we mentioned before, the inclusion of firm fixed effects means that the residual depends on the deviation of firm i’s growth rate in year t from its average growth rate over the sample. Because equation (3) also controls for time, sector and size effects, the residual only captures firm-specific variation. In particular, it captures deviations of a firm’s growth from its average growth rate for reasons other than economy-wide or sectoral developments or events shared with other firms of similar size.

We estimate the standard deviation of the residual by a term proportional to the absolute value of the estimated residual $\hat{\varepsilon}_{it}$:

$$
\hat{\sigma}_{\varepsilon, it} = \frac{\sqrt{\pi/2}}{2} |\hat{\varepsilon}_{it}|
$$

Therefore, we estimate every firm i’s volatility at any point of time t from a single observation. In Appendix 2, we prove that, if the true error term $\varepsilon_{it}$ is normally distributed with mean 0, i.e. $\varepsilon_{it} \sim N(0, \sigma^2_{\varepsilon, it})$, equation (4) yields an unbiased estimator $\hat{\sigma}_{\varepsilon, it}$ of the true standard deviation $\sigma_{\varepsilon, it}$. In summary, the proof consists of taking expectations of equation (4) assuming that we know the true error $\varepsilon_{i,t}$, implying $E(\hat{\sigma}_{\varepsilon, it}) = \sqrt{\pi/2} \ E(|\varepsilon_{i,t}|)$, and writing out the expectation $E(|\varepsilon_{i,t}|)$ explicitly in integral form. The latter step yields $E(\hat{\sigma}_{\varepsilon, it}) = \sqrt{\pi/2} \int_{-\infty}^{\infty} |\varepsilon_{i,t}| \ f(\varepsilon_{i,t}) \ d\varepsilon_{i,t}$. Substituting $f(.)$ by the probability density function of the mean-zero normal distribution, Appendix 2 shows that $E(\hat{\sigma}_{\varepsilon, it}) = \sigma_{\varepsilon, it}$.

We now turn to the speed of convergence. As we discuss later in this section, our focus is on the cross-sectional average of firm volatility $(1/N) \sum_{i=1}^{N} \sigma_{\varepsilon, it}$, with N the number of firms. We now assess whether the estimator for the cross-sectional average of firm volatility, $(1/N) \sum_{i=1}^{N} \hat{\sigma}_{\varepsilon, it}$, converges to the truth quickly enough for us to be able to draw inference from our estimates given the empirical sample sizes we work with.

To do so, we run the following Monte Carlo experiment. For different values of \( N \), we simulate a population of \( N \) firms at time \( t \), with any firm \( i \)'s idiosyncratic shocks distributed \( N(0, \sigma^2_{\varepsilon,it}) \). For every firm, we draw true volatility \( \sigma_{\varepsilon,it} \) from a uniform distribution \( U(0, 20) \), such that the true average standard deviation \( (1/N) \sum_{i=1}^{N} \sigma_{\varepsilon,it} = 10 \). This yields a simulated population of firms ranging from very stable to very volatile.\(^{20}\)

For every firm, we draw a single observation for \( \varepsilon_{it} \), and compute its estimated standard deviation \( \hat{\sigma}_{\varepsilon,it} = \sqrt{\pi/2} |\varepsilon_{it}| \). From the individual firms' estimated standard deviations, we compute the estimator \( (1/N) \sum_{i=1}^{N} \hat{\sigma}_{\varepsilon,it} \). This estimator depends on the particular draws of the \( \varepsilon_{it} \)'s. To evaluate the probability that the estimator is close to the truth, we repeat the drawing of the \( \varepsilon_{it} \)'s and the estimation of \( (1/N) \sum_{i=1}^{N} \hat{\sigma}_{\varepsilon,it} \) one million times, and capture the percentiles of the distribution of \( (1/N) \sum_{i=1}^{N} \hat{\sigma}_{\varepsilon,it} \).

For different values of \( N \), Table 1 shows the median, as well as the 2.5th and 97.5th percentiles, of the estimator \( (1/N) \sum_{i=1}^{N} \hat{\sigma}_{\varepsilon,it} \). For all simulated sample sizes in the table, the median estimator is at or near the true value of 10.00. This also applies to the mean of the estimator (unreported), which follows from unbiasedness. Table 1 confirms convergence, in the sense that the 95 percent probability intervals around the median shrink as \( N \) grows large. When \( N = 588 \), which is the sample size of our empirical balanced panel, the estimator lies in the interval (9.30, 10.72) with 95 percent probability. In our unbalanced panel, the number of firms varies between 1,629 in 1986 and 6,025 in 1999. With \( N = 1,629 \), the estimator lies in (9.58, 10.43) with 95 percent probability. The 95 percent probability interval for \( N = 6,025 \) is (9.78, 10.22).

These probability intervals are narrow compared to the estimated changes in volatility that we show in Section 4. This indicates that our estimator converges sufficiently quickly in order to allow us to draw inference about changes in volatility from our empirical samples.

We now translate the estimated values for \( \hat{\sigma}_{\varepsilon,it} \) into a single measure for every year \( t \). In the balanced panel, we run the following regression:

\[
\hat{\sigma}_{\varepsilon,it} = k + \delta_t + \nu_{it}
\]  

\(^{20}\) The Monte Carlo results are conditional on our assumption that the cross-sectional distribution of true standard deviations is uniform. On the other hand, conditional on using a uniform distribution, the choice of 20 as the upper bound of the support is without loss of generality.
Equation (5) entails regressing firm-specific volatility on a constant $k$ and time fixed effects $\delta_t$. The error term $\nu_{it}$ is in principle independently and identically distributed with mean zero and variance $\sigma^2_{\nu}$.

The time fixed effect $\delta_t$ captures the cross-sectional average of firm-specific volatility $(1/N) \sum_{i=1}^N \hat{\sigma}_{\varepsilon,i,t}$ in year $t$. In Section 4, we characterise the evolution of firm-level volatility by plotting the time effects from equation (5) with respect to time.\(^{21}\)

In the unbalanced panel, we instead run the following regression:

$$\hat{\sigma}_{\varepsilon,i,t} = k + \delta_t + \zeta_i + \nu_{it} \quad (6)$$

The inclusion of firm fixed effects $\zeta_i$ implies that, if an intrinsically more volatile firm is added at some point of time, this shows up as a relatively high estimate for that firm’s specific effect without necessarily implying an increase in measured average volatility.

As promised, we now discuss the differences between our estimator and rolling volatility measures in more detail. First, unlike $\sigma_{\varepsilon,i,t}$ in equation (2), our estimator $\hat{\sigma}_{\varepsilon,i,t}$ from equation (4) is based on a single observation, and therefore captures volatility in a given year. This fact allows us to capture changes in firm volatility over the course of the business cycle even with annual data.

Second, because we control for aggregate and sector-specific factors in equation (3), we estimate the firm-specific component of firm-level volatility. As discussed in the introduction, this makes our measure more directly comparable to theoretical concepts of firm-specific volatility.

Third, we jointly estimate firm-specific volatility and the dispersion it induces. To see this, note that when many firms have a high value for the absolute value $|\hat{\varepsilon}_{it}|$ in any year $t$, this means that firms tend to deviate substantially from the average growth rate that prevails at time $t$ for firms in the same sector and of similar size. Saying that firms deviate substantially from the cross-sectional average is equivalent to saying that there is a high level of dispersion in the firm growth distribution. Therefore, $|\hat{\varepsilon}_{it}|$ captures dispersion.

On the other hand, when many firms have a high value for $|\hat{\varepsilon}_{it}|$, this implies high estimated firm-specific volatility through equation (4). Therefore, $|\hat{\varepsilon}_{it}|$

\(^{21}\) To avoid perfect collinearity, we omit the time dummy for 1986. Correspondingly, $k$ indicates average firm-specific volatility in 1986, while $k + \delta_t$ indicates volatility for any other year $t$. 13
is proportional to firm-specific volatility. In sum, when many firms have a high value for $|\bar{\varepsilon}_t|$, both dispersion and firm-specific volatility are high. In this way, our empirical measure mirrors the theories mentioned in the introduction by capturing the intuition that firm-specific shocks engender dispersion in the firm growth distribution.

4 Results

This section characterises the time-path of firm-specific volatility. We discuss the balanced panel before reporting results by firm size, by sector, and for the unbalanced panel. We will interpret the results in Section 5.

4.1 Balanced Panel

For the balanced panel of 588 US firms, Figure 5 characterises annual changes in firm-specific volatility, estimated from equations (3) through (5).


As will become clear shortly, this graph illustrates a general pattern: US firms became gradually more stable in the latter half of the 1980s, became gradually more volatile during the 1990s, and gradually stabilised again in the first half of the 2000s.

The top row of Table 2 reveals that on average over the subsample 1986-1995, the cross-sectional average of the estimated firm-specific standard deviation is 13.36 percent. The standard deviation increases to 16.22 in 1996-2005, an increase which is statistically significant at the one percent level.

The remaining two diagrams of Figure 5 document that earnings volatility and employment volatility track a similar pattern, in the sense that they also indicate that US firms became gradually more stable in the second half of the 1980s, became gradually more volatile in the 1990s, and stabilised after 2000.

Table 2 reveals that the average firm-specific standard deviation of EBIT growth increased from 5.93 to 7.07 percent from the first to the second half
of the sample, while employment volatility increased from 12.65 to 14.51 percent. Both increases are statistically significant at the one percent level.

Note that the estimated level of volatility depends on the way we scale the growth rates. As we are about to explain, this implies that we cannot interpret Figure 5 or Table 2 as saying that earnings are less volatile than sales and employment. Recall from equation (1) that we compute EBIT growth with lagged sales in the denominator. In absolute value, sales is often larger than EBIT, where the latter captures profits. The comparatively large absolute values of sales tend to imply comparatively small absolute values for the growth rate in equation (1), and therefore tend to imply low values for measured EBIT volatility. This scaling issue does not affect our interpretation of changes in volatility over time for any given variable.

4.2 Robustness

We consider robustness on three counts. First, we divide the balanced panel into firm size quartiles. Second, we discuss results by sector. Third, we report results for the unbalanced panel. At the end of the section, we also briefly compare this paper’s evidence for the United States to results from a working paper by De Veirman and Levin (2009) for Japanese firms.

Figure 6 reports results by firm size quartile based on threshold sales-to-GDP ratios, as we anticipated in Section 3.2. The left column captures the quartile of smallest firm sizes, and firm size increases as we consider columns further to the right. As before, we estimate volatility from equations (3) through (5), but with one difference: we drop the firm size interaction term $e_{qt}$ from equation (3).

In terms of average volatility over the sample, our results confirm the stylised fact that smaller firms are more volatile than larger firms. This applies for all three variables. In terms of changes in volatility over time, we find a similar pattern for each of the size quartiles as we did in the previous subsection. Irrespective of firm size, volatility tends to decrease in the second half of the 1980s, tends to increase in the 1990s, and tends to decrease in the first half of the 2000s. This suggests that the results from the overall balanced panel are not driven by changes in the firm size composition over the course of the sample.

Figure 7 presents results by sector. As we explain in Section 3.2, we divide firms into three broad categories: manufacturing, services, and other sectors.
As before, we use equations (3) through (5), but we now omit the sector interaction term $d_{it}$ from equation (3).

The results from the previous subsection directly correspond to the volatility paths in the manufacturing sector. On the other hand, services and the ‘other sectors’ category display different patterns. In this respect, note that out of the 588 firms in the balanced panel, 353 are in manufacturing, while 114 are in services and 121 in other sectors. From this exercise, we conclude that our main results mostly speak for manufacturing firms.

We now consider the full Worldscope sample. In this case, we use equations (3), (4) and (6).

For the unbalanced panel, Figure 8 reveals a decrease in volatility in the second half of the 1980s, rising volatility in the 1990s, and declining volatility in the 2000s. Therefore, our conclusions regarding cyclical changes in volatility are robust to using the unbalanced panel. This further supports the notion that our main conclusions from the previous subsection are not driven by changes in the firm size composition.

A typical firm in the unbalanced panel is more volatile than a typical firm in the balanced panel. Table 3 reveals that volatility in the unbalanced panel is about twice as high in terms of sales and employment, and about three and a half times as high in terms of earnings, as in the balanced panel. This plausibly reflects the facts, mentioned in Section 2, that the balanced panel has a comparatively high concentration of large firms, and that it only includes firms that have never ceased to exist, and therefore tend to be more stable for any given firm size.

Comparing these results for US firms to the results from De Veirman and Levin (2009) for Japanese firms, we find that US firms in the balanced panel are about twice as volatile as Japanese firms in a similar panel. The difference is even more pronounced when comparing unbalanced panels.

We attribute this volatility difference in part to the likelihood that in the United States, it is easier for young and volatile firms to obtain a stock market listing than is the case in Japan.\[^{22}\] In addition, Japanese firms are plausibly less volatile because of features specific to the Japanese economy, such as the existence of structured business groups, and particularly tight links between government, banks and firms, that plausibly dampened the

\[^{22}\text{At any rate, the findings of Davis, Haltiwanger, Jarmin, and Miranda (2006) suggest that young US firms could more easily obtain a listing in the 1980s and the 1990s than in earlier decades. See Brown and Kapadia (2007) for a similar argument.}\]

5 Interpretation

We first document that our measure adds new information to rolling measures by uncovering cyclical changes in volatility. Next, we discuss the relation between estimated firm volatility and the business cycle. Finally, we discuss economic implications of our findings.

5.1 Cyclical and Rolling Volatility

To document that our procedure yields new information, we compute firm volatility using a rolling volatility measure on our sample, and compare it to the previous section’s results. For firms in the balanced panel, we compute volatility for firm $i$ in year $t$ from a centered ten-year standard deviation:

$$
\sigma_{it}^{roll} = \sqrt{\frac{1}{9} \sum_{\tau=-4}^{\tau=5} (\gamma_{i,t+\tau} - \overline{\gamma}_{it})^2} \tag{7}
$$

The right-hand side is the same as in equation (2) except for the fact that we make a degrees-of-freedom correction. To mark that difference, we use a different superscript than in equation (2).

Next, we produce a single measure of firm volatility for year $t$ by computing the unweighted cross-sectional average of the firm-level standard deviations:

$$
\sigma_t^{roll} = \frac{1}{N} \sum_{i=1}^{N} \sigma_{it}^{roll} \tag{8}
$$

where $N = 588$ for all years since we consider the balanced panel. The long dashed lines in Figure 9 graph $\sigma_t^{roll}$ with respect to time for sales, earnings and employment growth. We refer to it as our “rolling volatility measure”. Since one value for $\sigma_t^{roll}$ requires ten consecutive years of data, we can only compute eleven such values from our twenty-year sample. The fact that for each variable, the value for $\sigma_t^{roll}$ assigned to 2000 exceeds the value assigned to 1990 corresponds to the finding reported in Section 4.1 that firms were
more volatile in the period 1996-2005 than in the period 1986-1995. The values of $\sigma_{t}^{roll}$ graphed for years between 1990 and 2000 reflect overlapping windows.

The solid lines in Figure 9 repeat our estimates for firm-specific volatility from Figure 5. We refer to this as our “annual volatility measure”. The short dashed lines show the corresponding trends, computed by taking ten-year moving averages of annual volatility. We refer to this as our “smoothed volatility measure”.

Apart from a levels difference, the rolling volatility measure is very similar to the trend component of our annual volatility measure. This motivates our claim that our annual volatility measure contains cyclical information that is not present in the rolling measure. The advantage of the annual measure is that it is instructive about the timing of year-on-year changes in volatility. This is not the case for the rolling and smoothed annual volatility measures. To illustrate this point, note that according to the rolling and smoothed measures, sales volatility increased faster around 1995 than it did at any other time in our sample. By looking at our annual volatility measure, which we argue captures the actual level of volatility in every year, we see that the fast increase in rolling and smoothed volatility around 1995 does not speak for actual changes in volatility in the mid-1990s. On the contrary, it reflects the fact that as the rolling window moves forward in time, it includes more high-volatility years around 2000, while it contains fewer low-volatility years around 1990.

### 5.2 Cyclical Pattern

Recall that Section 4’s main conclusion is that firm volatility gradually declined during the second half of the 1980s, gradually increased during the 1990s, and gradually decreased in the first half of the 2000s. We could only capture these turning points in volatility by implementing an approach that accurately indicates the timing of year-on-year changes in volatility.

Our interpretation of the path of firm-specific volatility over our sample is

---

23 This levels difference cannot be explained by the fact that our annual volatility measure excludes aggregate and sectoral factors. When we add the aggregate and sector component to our annual volatility estimate, this only lifts the ten-year moving average up by a very small amount. One possible reason for there to be some difference is the fact that the degrees-of-freedom correction, while yielding an unbiased variance, leaves some bias in the rolling standard deviation. At any rate, the rolling and smoothed annual measures are of the same order of magnitude.
that firm volatility tends to gradually decline in the aftermath of adverse aggregate events, while it gradually increases during extended periods of stable growth. The Volcker disinflation, the 1987 stock market crash, and the 2000 stock market crash and 2001 recession all precede periods during which volatility gradually declines. Volatility does not decline, but stays low in the aftermath of the 1990-91 recession. On the other hand, volatility gradually increases during the productivity acceleration of the 1990s.

Our findings that adverse aggregate events tend to precede gradual declines in firm volatility, and that a long boom period coincides with a gradual increase in firm volatility, suggest that firm volatility is positively related to current and lagged aggregate output growth. We compute cross-correlations between firm volatility and the output gap to verify this intuition. To this end, we compute the output gap using the Congressional Budget Office’s (CBO) estimate of potential output.\textsuperscript{24} The contemporaneous correlations are all positive: 0.68 for sales volatility, 0.30 for earnings volatility, and 0.72 for employment volatility. For sales and employment volatility, the contemporaneous correlation is stronger, in absolute value, than the cross-correlation at any lead or lag. For earnings volatility, the strongest association is between firm-specific earnings volatility and the second lag of the output gap, with a correlation of 0.77. This confirms our intuition that firm volatility is positively related to current and lagged aggregate output.

At the end of this section, we will interpret the finding that firm volatility is pro-cyclical in our sample.

5.3 Macroeconomic Implications

The fact that our measure accurately indicates the timing of year-on-year changes in volatility means that it has clear economic implications in models where changes in firm-specific volatility have a dynamic macroeconomic effect. We first discuss endogenous pricing models before discussing financial frictions models and irreversibility models.

The endogenous pricing models we mentioned in the introduction imply that firms change their prices more frequently when firm-specific volatility is comparatively high. More frequent price adjustment in turn implies that any aggregate demand shock has larger nominal effects and smaller real effects.

\textsuperscript{24} We use the 2011Q1 release for real Gross Domestic Product as well as for potential output.
In sum, the Phillips curve tends to be steep, and disinflating comes at a comparatively low cost, when firm-specific volatility is high.

In our sample period, 1986-2005, US inflation was low by historical standards. In addition, as the literature on the Great Moderation documents, aggregate volatility was low in our sample. Both facts imply that, as far as aggregate developments are concerned, firms in our sample have comparatively few reasons to reprice. Golosov and Lucas (2007) show that in low-inflation economies, a model without firm-specific shocks substantially underpredicts actual repricing rates. They also show that accounting for firm-specific shocks helps their model to reproduce empirical repricing rates at low inflation rates. This suggests that firm-specific volatility is a particularly important determinant of repricing rates and the Phillips curve slope in a low-inflation sample such as ours.

We provide some evidence on this point by comparing sacrifice ratios, capturing output losses associated with disinflation, at different points of time. We compare the episode of the early 1990s, when firms were very stable, with the early 2000s, when firms were very volatile. Endogenous pricing implies that all other things equal, the Phillips curve is flatter in the earlier episode, which implies that a larger shortfall in aggregate demand is required in order to reduce inflation by any given amount. Therefore, the theoretical prediction is that the sacrifice ratio is larger in the earlier episode than in the later episode.

We compute the sacrifice ratio as the cumulative annual loss in real Gross Domestic Product (GDP) associated with a one percent decline in trend inflation. To this end, we apply the procedure of Ball (1994). Table 4 documents the results for inflation in the Consumer Price Index (CPI). During the disinflation episode 1989Q4-1994Q3, trend CPI inflation declined 2.60 percentage points from peak to trough. The sacrifice ratio for this episode is 2.80, suggesting that a one percentage point decline in inflation required a loss of 2.80 percent of a year’s output. In the period 2000Q2-2002Q2, infla-

---

25 See DeFina (1991), De Veirman (2009) and Ball and Mazumder (2011) for empirical evidence on the relation between the Phillips curve slope on the one hand, and inflation and aggregate volatility on the other hand.

26 In summary, we compute trend inflation as a centered nine-quarter moving average of inflation. We assume that output is at trend at the inflation peak and returns to trend four quarters after the inflation trough. We compute trend output for other quarters by log-linearly interpolating between those two points. The numerator of the sacrifice ratio is annualised cumulative deviations of output from trend. The denominator is the decline in trend inflation from peak to trough.
tion shrank by 1.46 percentage points. The sacrifice ratio for that episode is 0.92.

The finding that the sacrifice ratio for the disinflation of the early 1990s is about three times larger than the ratio for the early 2000s suggests that firm volatility affected the output-inflation trade-off as predicted by endogenous pricing theories. Like Ball (1994) and Senda and Smith (2008), we focus on headline CPI inflation. However, the above finding is robust to using the CPI excluding food and energy. For comparison, Table 4 also shows that the sacrifice ratio for the Volcker disinflation, which took place in 1980Q1-1983Q4, is 1.94 for headline CPI inflation.

We now turn to financial frictions models and irreversibility models, both of which imply that a rise in firm-specific volatility causes a cyclical slowdown in aggregate growth. In financial frictions models such as Christiano, Motto, and Rostagno (2010), an increase in firm-specific volatility implies an increase in default risk. The resulting increase in the external finance premium tends to dampen aggregate output growth.

In irreversibility models such as Bloom (2009), an increase in firm-specific (and aggregate) volatility is interpreted as an increase in uncertainty. In combination with the assumption that firms face adjustment costs to labour and capital, this implies that on net, firms temporarily reduce hiring and investment after a rise in firm-specific volatility. The result is a temporary reduction in output.

There are two NBER recessions in our sample: 1990Q3-1991Q1 and 2001Q1-2001Q4. We find that firm-specific volatility is low before and during the recession of the early 1990s. Therefore, any wait-and-see effects on investment and hiring during the 1990-91 recession were not due to a rise in firm-specific uncertainty. Similarly, this result rules out that rising firm-specific volatility would have been a factor behind the increase, documented by De Graeve (2008), in the relative cost of external finance in the second half of the 1980s.

On the other hand, we find that firm-specific volatility was rising before the 2001 recession. This allows for the possibility that firm-specific uncertainty contributed to the 2001 recession because it caused firms to postpone investment and hiring. This increase in firm-specific volatility may also have

27 Ball (1994), using data through the early 1990s, excludes episodes where inflation declined less than 2 percentage points. Our implementation differs in that respect.

28 In De Graeve’s (2008) model, changes in the external finance premium are largely driven by shocks to investment-specific technology, which affect entrepreneurs’ capital formation and therefore their demand for external funds.
contributed to the fact that the external finance premium rose before the 2001 recession, a fact documented by Levin, Natalucci, and Zakrajsek (2004) and De Graeve (2008).

Finally, we turn back to the empirical correlation between firm volatility and the business cycle. Bloom, Floetotto, and Jaimovich (2009) document that in a sample that starts in the early 1960s, the interquartile range of sales growth rates is negatively correlated with real GDP growth. This negative correlation appears to be driven by the fact that sales growth dispersion tends to spike upwards during NBER recessions. Indeed, to the extent that the financial frictions and irreversibility models primarily speak for the possibility that sharp increases in firm-specific volatility cause recessions, their empirical validation primarily rests on a negative relation between volatility (at the firm and aggregate level) and aggregate output during recessions.

In the previous subsection, we discussed that in a sample starting in the mid-1980s, our measure for firm-specific volatility and dispersion relates positively to current and lagged output gaps. We do not interpret the pro-cyclicality of firm volatility in our sample as evidence against the financial frictions and irreversibility theories. To see why, recall that our sample only contains two NBER recessions, and that firm-specific volatility was comparatively low in the recession of the early 1990s.

Our intuition is that a negative effect of firm volatility on aggregate output, as predicted by financial frictions and irreversibility theories, may co-exist with a positive effect of aggregate output on firm-specific volatility, such that the empirical correlation could in principle be of either sign. In the remainder of this section, we provide intuition for such a positive effect of aggregate output on firm volatility.

Our finding that firm-specific volatility gradually rises during benign periods and decreases after an adverse aggregate event suggests that, while firm-specific shocks are by definition exogenous, firms and their contractual counterparties can influence the variance of these firm-specific shocks. After a large surprise decline in earnings, a firm may tend to assign a larger probability value to large negative shocks. Therefore, it may choose to invest in less risky projects, or spend more resources on hedging. According to this intuition, adverse aggregate events simultaneously make all firms less prone to take on projects that are ex ante risky. This may explain why ex post firm

\[29\] Levin, Natalucci, and Zakrajsek (2004) find that changes in the external finance premium during that episode are largely determined by changes in the expected cost of default. Recall from the previous footnote that in De Graeve (2008), changes in the external finance premium are largely driven by investment-specific technology shocks.
volatility gradually declines after adverse aggregate events as the fraction of capital corresponding to less risky investment gradually increases.

6 Conclusion

This paper develops and implements a method to estimate cyclical changes in firm-specific volatility and the associated dispersion in sales, earnings and employment growth.

Our new measure uncovers substantial cyclical swings in firm volatility around trend. These changes in firm-specific volatility have important macroeconomic implications. We find that US firms were comparatively stable in the early 1990s, but were volatile around 2000. In endogenous pricing models, this tends to imply that firms adjusted prices less frequently in the earlier episode than in the later episode. Consistent with that prediction, we find that reducing inflation by any given amount was three times more costly in the early 1990s than it was in the early 2000s.

Our findings suggest that firm-specific volatility did not rise in the early 1990s. Both from the perspective of financial accelerator models and from the point of view of irreversibility models, this implies that the 1990-91 recession resulted from aggregate rather than firm-specific factors. In particular, changes in firm-specific volatility did not contribute to the rise in the external finance premium in the second half of the 1980s. Similarly, there was no rise in firm-specific uncertainty in the early 1990s that would have tended to cause firms to postpone investment and hiring.

On the other hand, our evidence suggests that rising firm-specific volatility contributed to the 2001 recession. Firstly, our results are consistent with the hypothesis that rising firm-specific volatility in the late 1990s contributed to the coincident rise in the relative cost of external finance. Secondly, the same rise in firm-specific volatility would have tended to dampen investment and hiring because of a wait-and-see effect.

In our sample, firm volatility tends to gradually decrease in the aftermath of adverse aggregate events, and gradually increases during prolonged booms. Because of that pattern, we find that firm-specific volatility is positively correlated with current and lagged aggregate output. To the extent that financial accelerator and irreversibility models primarily suggest that sharp increases in firm-specific volatility cause recessions, the fact that we find a
positive correlation in between recession periods does not constitute evidence against those theories.

We conjecture that this positive correlation reflects the possibility that fluctuations in aggregate output affect firm-specific volatility. In particular, an adverse aggregate event may make firms less prone to undertake projects that are ex ante risky. On the other hand, a protracted boom may cause firms to believe that negative events are less likely, which could imply disproportionately more investment in risky projects.
Appendix 1: Figures and Tables

Figure 1
Unbalanced Panel: Mean and Quartiles of Levels Data

Note: This figure documents the distribution of net sales, earnings and the number of employees in every year for the period 1986-2005 for an unbalanced sample of 15,425 listed US firms from Worldscope. Large diamonds indicate the median, while small diamonds indicate the 25th and 75th percentiles. The dashed line is the mean. Net sales and Earnings Before Interest and Taxes (EBIT) are in nominal terms, and expressed in million USD. Employees stands for the number of employees. By any measure, firm size in the unbalanced panel gradually reduces through 2000. This reflects a change in sample composition: as time progresses, ever smaller firms enter the sample. See Section 2 for more details. That section also describes our approach to controlling for changes in sample composition.
Figure 2
Balanced Panel: Mean and Quartiles of Levels Data

Note: This figure documents the distribution of net sales, earnings and the number of employees in every year for the 588 US firms in our Worldscope sample for which data are continuously available over the period 1986-2005. Large diamonds indicate the median, while small diamonds indicate the 25th and 75th percentiles. The dashed line is the mean. Units are as in Figure 1. Figure 2 indicates a stable upward trend in sales, earnings and the number of employees in the balanced panel, with the exception of slowdowns corresponding to the recessions of the early 1990s and early 2000s.
Figure 3
Unbalanced Panel: Mean and Quartiles of Growth Rates

Note: This figure documents the distribution of the growth rates of net sales, earnings and the number of employees in every year over the period 1986-2005 for an unbalanced sample of 15,425 US firms from Worldscope. Large diamonds indicate the median, while small diamonds indicate the 25th and 75th percentiles. The dashed line is the mean. All growth rates are in percentage terms. The firm-level data accurately indicate slowdowns during the recessions of the early 1990s and early 2000s.
Figure 4
Balanced Panel: Mean and Quartiles of Growth Rates

Note: This figure documents the distribution of the growth rates of net sales, earnings and the number of employees in every year for the 588 US firms in our Worldscope sample for which data are continuously available over the period 1986-2005. Large diamonds indicate the median, while small diamonds indicate the 25th and 75th percentiles. The dashed line is the mean. All growth rates are in percentage terms. Taking into account the scale difference with Figure 3, Figure 4 indicates that dispersion in the firm growth distribution is larger in the unbalanced panel. Comparing Table 2 with Table 3, or Figure 5 with Figure 8, we see that firm-specific volatility, and the dispersion it implies, are indeed substantially higher in the unbalanced panel.
Note: This figure presents our main results. It graphs firm-level sales, earnings, and employment growth volatility for every year for the balanced panel of 588 US firms, along with a 95 percent confidence interval. Volatility is estimated from equations (3) through (5). The figure graphs the estimated time effects in the second-stage equation (5). The confidence intervals are computed from the corresponding, heteroskedasticity-robust, regression-based standard errors. US firms became gradually more stable in the latter half of the 1980s, became gradually more volatile during the 1990s, and gradually stabilised again in the first half of the 2000s. See Table 2 below for corresponding statistics.
Figure 6
Balanced Panel: Firm-Level Volatility by Firm Size Quartile

Note: This figure graphs firm-level sales, earnings, and employment volatility when subdividing the balanced panel’s observations into firm size quartiles for 1986-2005 according to the sales-to-GDP ratio. The left column applies to the quartile of smallest firm sizes, and firm size increases as we consider columns further to the right. Volatility for every size quartile is estimated using equations (3) through (5), with the only difference that we omit the firm size interaction term from equation (3). Irrespective of firm size, volatility tends to decrease in the second half of the 1980s, tends to increase in the 1990s, and tends to decrease in the first half of the 2000s. This suggests that the results from the overall balanced panel are not driven by changes in the firm size composition over the course of the sample.
Note: This figure graphs firm-level sales, earnings, and employment volatility when dividing the 588 US firms in the balanced panel into three broad sectors. The left column pertains to manufacturing firms, the middle column to service providers (including wholesalers and retail traders), and the third to firms in other sectors. We define the three sectors in Section 3.2. We estimate volatility for every sector using equations (3) through (5), but we omit the sector interaction term from equation (3). This figure suggests that our main results, in Figure 5, mostly speak for manufacturing firms.
Figure 8
Unbalanced Panel: Firm-Level Volatility

Note: This figure graphs firm-level sales, earnings, and employment growth volatility for all 15,425 US firms in our Worldscope sample for 1986-2005, along with a 95 percent confidence interval. In this case, we estimate volatility using equations (3), (4) and (6). For the unbalanced panel, this figure reveals a decrease in volatility in the second half of the 1980s, rising volatility in the 1990s, and declining volatility in the 2000s. Therefore, our main conclusion, noted under Figure 5, is robust to using the unbalanced panel. This further supports the notion that our main conclusion is not driven by changes in the firm size composition. See Table 3 for corresponding statistics.
Figure 9
Balanced Panel: Annual versus Rolling Firm-Level Volatility

Note: In every panel, the solid line is our measure of annual volatility in the balanced panel of 588 US firms, as graphed previously in Figure 5. The short dashed lines stand for ten-year moving averages of annual volatility. The long dashes stand for rolling ten-year standard deviations computed using equations (7) and (8) on the same balanced panel. Apart from a levels difference, rolling ten-year standard deviations are very similar to the moving average of our annual volatility measure. As we discuss in Section 5.1, this suggests that our measure reveals new information by estimating the cycle as well as the trend in firm volatility.
Table 1
Convergence of Estimator for Firm Volatility

<table>
<thead>
<tr>
<th>N=Number of firms</th>
<th>2.5th percentile</th>
<th>median</th>
<th>97.5th percentile</th>
</tr>
</thead>
<tbody>
<tr>
<td>100</td>
<td>8.32</td>
<td>9.98</td>
<td>11.78</td>
</tr>
<tr>
<td>588</td>
<td>9.30</td>
<td>10.00</td>
<td>10.72</td>
</tr>
<tr>
<td>1,000</td>
<td>9.47</td>
<td>10.00</td>
<td>10.54</td>
</tr>
<tr>
<td>1,629</td>
<td>9.58</td>
<td>10.00</td>
<td>10.43</td>
</tr>
<tr>
<td>6,025</td>
<td>9.78</td>
<td>10.00</td>
<td>10.22</td>
</tr>
<tr>
<td>10,000</td>
<td>9.83</td>
<td>10.00</td>
<td>10.17</td>
</tr>
</tbody>
</table>

Note: This table documents convergence of our estimator for firm-specific volatility based on equation (4). For different sample sizes $N$, this table shows the median of the estimator $(1/N) \sum_{i=1}^{N} \hat{\sigma}_{\varepsilon, it}$ for the cross-sectional average of firm-specific volatility, along with the 2.5th and 97.5th percentiles. We obtain the percentiles by estimating $(1/N) \sum_{i=1}^{N} \hat{\sigma}_{\varepsilon, it}$ one million times from a simulated population of firms with true firm-specific standard deviations $\sigma_{\varepsilon, it}$ distributed uniformly over the support 0 to 20. In this case, true average firm-level volatility $(1/N) \sum_{i=1}^{N} \sigma_{\varepsilon, it} = 10$. The simulated sample sizes are chosen to match our empirical sample sizes. $N = 588$ in the balanced panel of firms. In the unbalanced panel of firms, sample size varies between $N = 1,629$ in 1986 and $N = 6,025$ in 1999. For all simulated sample sizes in the table, the median estimator is at or near the true value of 10.00. This table indicates convergence, in the sense that the 95 percent probability intervals around the median shrink as $N$ grows large. These probability intervals are narrow compared to the estimated changes in volatility that we show in Figure 5. This indicates that our estimator converges sufficiently quickly in order to allow us to draw inference about changes in volatility from our empirical samples.
Table 2
Balanced Panel: Firm-Level Volatility

<table>
<thead>
<tr>
<th></th>
<th>Average volatility 1986-1995</th>
<th>Average volatility 1996-2005</th>
<th>Change in volatility</th>
<th>F-statistic for significant change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales growth</td>
<td>13.36</td>
<td>16.22</td>
<td>2.86**</td>
<td>62.23</td>
</tr>
<tr>
<td></td>
<td>(0.24)</td>
<td>(0.27)</td>
<td>(0.36)</td>
<td>[0.00]</td>
</tr>
<tr>
<td>EBIT growth</td>
<td>5.93</td>
<td>7.07</td>
<td>1.13**</td>
<td>25.03</td>
</tr>
<tr>
<td></td>
<td>(0.15)</td>
<td>(0.17)</td>
<td>(0.23)</td>
<td>[0.00]</td>
</tr>
<tr>
<td>Employment growth</td>
<td>12.65</td>
<td>14.51</td>
<td>1.86**</td>
<td>30.39</td>
</tr>
<tr>
<td></td>
<td>(0.22)</td>
<td>(0.25)</td>
<td>(0.34)</td>
<td>[0.00]</td>
</tr>
</tbody>
</table>

Note: This table pertains to Figure 5. Standard errors of F-tests for significance are in round brackets, and p-values are in square brackets. The first column indicates average firm-specific volatility over a first subsample (1986-1995), and the second indicates average volatility over the subsample 1996-2005. The third column reports the change in volatility from the first to the second subsample. ** indicates significance at the 1 percent level. The fourth column reports the F-statistic and p-value for the null hypothesis of no change in volatility between the two subsamples.
Table 3  
Unbalanced Panel: Firm-Level Volatility

<table>
<thead>
<tr>
<th></th>
<th>Average volatility 1986-1995</th>
<th>Average volatility 1996-2005</th>
<th>Change in volatility</th>
<th>F-statistic for significant change</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sales growth volatility</td>
<td>28.75 (0.22)</td>
<td>28.84 (0.09)</td>
<td>0.09 (0.31)</td>
<td>0.08 [0.78]</td>
</tr>
<tr>
<td>EBIT growth volatility</td>
<td>23.01 (0.22)</td>
<td>24.72 (0.09)</td>
<td>1.71** (0.31)</td>
<td>30.80 [0.00]</td>
</tr>
<tr>
<td>Employment growth volat.</td>
<td>21.95 (0.18)</td>
<td>21.83 (0.08)</td>
<td>-0.12 (0.26)</td>
<td>0.22 [0.64]</td>
</tr>
</tbody>
</table>

Note: This table pertains to Figure 8. Standard errors are in round brackets, and p-values in square brackets. Other notes are as under Table 2.
Table 4
Sacrifice Ratios

<table>
<thead>
<tr>
<th>Disinflation episode</th>
<th>Inflation loss</th>
<th>Sacrifice ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>1980Q1-1983Q4</td>
<td>−8.56</td>
<td>1.94</td>
</tr>
<tr>
<td>1989Q4-1994Q3</td>
<td>−2.60</td>
<td>2.80</td>
</tr>
<tr>
<td>2000Q2-2002Q2</td>
<td>−1.46</td>
<td>0.92</td>
</tr>
</tbody>
</table>

Note: This table shows sacrifice ratios for three disinflation episodes in the United States, computed as in Ball (1994). We use CPI inflation. For every disinflation episode, the leftmost column indicates the dates of the inflation peak and trough. The middle column indicates the total decline in trend inflation from peak to trough. The rightmost column indicates the sacrifice ratio, defined as the cumulative annual loss in real GDP required to reduce trend inflation by one percentage point. As we discuss in Section 5.3, our finding that the sacrifice ratio for the disinflation of the early 1990s is about three times larger than the ratio for the early 2000s suggests that firm-specific volatility affected the output-inflation trade-off as predicted by endogenous pricing theories.
Appendix 2: Unbiasedness Proof

This appendix proves unbiasedness of our estimator for the firm-level standard deviation, stated in equation (4). In particular, we prove that \( E(\hat{\sigma}_{\varepsilon, it}) = \sigma_{\varepsilon, it} \).

Taking expectations of equation (4), but assuming that we know the true error term \( \varepsilon_{i,t} \), we obtain:

\[
E(\hat{\sigma}_{\varepsilon, it}) = \sqrt{\frac{\pi}{2}} E(|\varepsilon_{i,t}|)
\]

Writing the expectation \( E(|\varepsilon_{i,t}|) \) out as a function of the probability density function \( f(\varepsilon_{i,t}) \) yields:

\[
E(\hat{\sigma}_{\varepsilon, it}) = \sqrt{\frac{\pi}{2}} \int_{-\infty}^{+\infty} |\varepsilon_{i,t}| f(\varepsilon_{i,t}) \, d\varepsilon_{i,t}
\]

Assuming that the error term is normally distributed with mean zero, i.e. \( \varepsilon_{i,t} \sim N(0, \sigma_{\varepsilon, it}^2) \), this implies:

\[
E(\hat{\sigma}_{\varepsilon, it}) = \sqrt{\frac{\pi}{2}} \int_{-\infty}^{+\infty} |\varepsilon_{i,t}| \frac{1}{\sigma_{\varepsilon, it} \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{\varepsilon_{i,t}}{\sigma_{\varepsilon, it}} \right)^2} \, d\varepsilon_{i,t}
\]

Since \( |\varepsilon_{i,t}| = |-\varepsilon_{i,t}| \), i.e. the absolute value is a function that is symmetric around the vertical axis, equation (A3) is equivalent to:

\[
E(\hat{\sigma}_{\varepsilon, it}) = \sqrt{\frac{\pi}{2}} 2 \int_{0}^{+\infty} |\varepsilon_{i,t}| \frac{1}{\sigma_{\varepsilon, it} \sqrt{2\pi}} e^{-\frac{1}{2} \left( \frac{\varepsilon_{i,t}}{\sigma_{\varepsilon, it}} \right)^2} \, d\varepsilon_{i,t}
\]

Since we can rewrite \( |\varepsilon_{i,t}| = \varepsilon_{i,t} \) for \( \varepsilon_{i,t} \geq 0 \), and after bringing the term \( 1/(\sigma_{\varepsilon, it} \sqrt{2\pi}) \) outside the integral, we obtain:

\[
E(\hat{\sigma}_{\varepsilon, it}) = \frac{1}{\sigma_{\varepsilon, it}} \int_{0}^{+\infty} \varepsilon_{i,t} e^{-\frac{1}{2} \left( \frac{\varepsilon_{i,t}}{\sigma_{\varepsilon, it}} \right)^2} \, d\varepsilon_{i,t}
\]

Since the antiderivative of \( \varepsilon_{i,t} e^{-\frac{1}{2} \left( \frac{\varepsilon_{i,t}}{\sigma_{\varepsilon, it}} \right)^2} \) is \( -\sigma_{\varepsilon, it}^2 e^{-\frac{1}{2} \left( \frac{\varepsilon_{i,t}}{\sigma_{\varepsilon, it}} \right)^2} \), the fundamental theorem of calculus implies:
\[ E(\hat{\sigma}_{\varepsilon,it}) = \frac{1}{\sigma_{\varepsilon,it}} \left[ -\sigma_{\varepsilon,it}^2 + \frac{1}{2} \left( \frac{\varepsilon_{\varepsilon,it}}{\sigma_{\varepsilon,it}} \right)^2 \right]^{+\infty}_0 \] (A6)

Solving the right-hand side yields \((1/\sigma_{\varepsilon,it}) \left[ 0 - (-\sigma_{\varepsilon,it}^2) \right]\), which in turn equals \(\sigma_{\varepsilon,it}\). Therefore,

\[ E(\hat{\sigma}_{\varepsilon,it}) = \sigma_{\varepsilon,it} \] (A7)

which proves unbiasedness.
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