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1. Introduction

The Reserve Bank of New Zealand (RBNZ) is now mandated to support the maximum sustainable level of employment. This new objective has lead us to look for new sources of data that allow us to better understand and predict labour market outcomes.

This paper explores the usefulness of a large administrative data set collected by the Inland Revenue Department (IRD). This data records changes in tax codes for all tax payers in New Zealand over time. We can therefore track each taxpayer’s movements across different employment states, e.g. a movement from full time employment to studying. This data set covers all registered tax payers in New Zealand and is therefore a wide covering data set. This IRD data is currently lagged. Therefore, this paper aims to assess the benefit of the dataset if it was made available in a timelier manner. One way to do this is to test the usefulness of the dataset in nowcasting the unemployment rate.

Richardson et al. (2018) shows that machine learning models can lend to nowcast accuracy when combined with large datasets, therefore we use their methodology in conjunction with the job-to-job transitions data to assess the usefulness of this data set in predicting labour market outcomes.

The results indicate that combining the administrative dataset with the machine learning models allows us to nowcast unemployment more accurately than conventional benchmarks. This suggests that timelier job-to-job transitions data could help improve our assessment of the labour market in New Zealand.

The paper is outlined as follows. Section 2 presents the data and the empirical methodology followed in this exercise. Section 3 presents the results and section 4 concludes.

2. What is the job transitions data?

This analysis uses the anonymised linked administrative data available in the Integrated Data Infrastructure (IDI).¹ The administrative tax data from the IRD is part of the IDI. These tax data

¹The results in this report are not official statistics. They have been created for research purposes from the Integrated Data Infrastructure (IDI) managed by Statistics New Zealand. The opinions, findings, recommendations and conclusions expressed in this report are those of the authors, not Statistics NZ or the Reserve Bank of New Zealand. Access to the anonymised data used in this study was provided by Statistics NZ in accordance with security and confidentiality provisions of the Statistics Act 1975. Only people authorised by the Statistics Act 1975 are allowed to see data about a particular person, household, business or organisation and the results in this report have been anonymised to protect these groups from identification. Careful consideration has been given to the privacy, security and confidentiality issues associated with using administrative and survey data in the IDI. Further detail can be found in the privacy impact assessment for the IDI available from www.stats.govt.nz. The results are
contain one record per employee, employer, and quarter from April 1999 for almost every NZ
tax payer.\textsuperscript{2} We can categorise each record as income obtained from one of the following
sources: pension, ACC, paid parental leave, student allowance, benefit, withholding payment
or wage/salary. Some individuals appear multiple times per quarter and therefore we prioritise
their income sources in the same order as presented above. Therefore if a person is recorded
twice in the quarter, firstly for an income from a wage/salary and then secondly to an income
from a pension, they will only be recorded once as having an income from a pension. The
ordering loosely reflects increasing attachment to the labour market.

We then use these categories to construct the transitions data. We can track whether an
individual changes income category from quarter to quarter e.g. from benefit in the first quarter
to wage/salary in the second quarter, or whether they stay in the same category e.g. benefit
in the first quarter to benefit in the second quarter. If they are recorded as having been in the
wage/salary category in one quarter and they are still in the wage/salary category the following
quarter we can identify whether their employer is the same as the previous period and
separate them. There is a total of roughly 65 possible transitions between states. This gives
us a time series that has a count for each of the 65 transition states per quarter.

We transform the data from gross flows to proportion of transitions and we remove any
transition states that have no data. This leaves us with around 50 transition states, these will
be our explanatory variables used in nowcasting the unemployment rate. This data set covers
the 1999Q3 to 2018Q1 period.

This data is currently only available with a substantial lag of six months.\textsuperscript{3} This exercise can be
considered as an assessment of the quasi real-time nowcast performance of the employment
transitions data if it were made available in a timelier manner.

3. Nowcast Evaluation Exercise

-----------------------
\textsuperscript{2} For social transfer payments the government department responsible for the payments is identified in
the employer field.

\textsuperscript{3} Because of this, at present our exercise cannot be considered truly real-time however we emphasise
that if transitions data were available within the quarter to which it corresponds, then this is a real-time forecast exercise.
To create our unemployment nowcast we use several popular machine learning models. These models include: lasso, ridge, elastic net, support vector machines (SVM), least squares boosted trees and partial least squares. We compare the nowcasts from these models to that of a benchmark AR(1). As a cross check we compare to an ARIMA model and a random walk model. An overview of these models is provided in the technical appendix. We train the models using the vintage of the unemployment rate that was available to the forecaster at each individual quarter estimated. We also seasonally adjust each estimation vintage separately to preserve as much of the real-time nature of this exercise as possible.

In order to assess the accuracy of our models we run a quasi-real-time out of sample forecast performance exercise for all of the algorithms. Then we measure the algorithms nowcast errors to the benchmark nowcast errors using ratios. Ratios under one indicate the machine learning algorithm is able to nowcast the unemployment rate more accurately than the benchmark model. A more in depth description of this process is available in the technical appendix.

4. How do the nowcasts from our proposed exercise compare to the benchmark model?

In this section we present the results of the expanding window nowcast performance test. Table one shows the RMSE’s of the individual models in the first column and then the ratio of the individual models performance relative to the AR(1) benchmark model in the second column. In the third column we present the p-value associated with the significance test of each model.

<table>
<thead>
<tr>
<th>Models</th>
<th>RMSE</th>
<th>Ratio</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Elastic-Net</td>
<td>0.30</td>
<td>0.63</td>
<td>0.06</td>
</tr>
<tr>
<td>Lasso</td>
<td>0.33</td>
<td>0.69</td>
<td>0.09</td>
</tr>
<tr>
<td>LS-Boost</td>
<td>0.40</td>
<td>0.83</td>
<td>0.11</td>
</tr>
<tr>
<td>Ridge</td>
<td>0.45</td>
<td>0.94</td>
<td>0.45</td>
</tr>
<tr>
<td>PLS</td>
<td>0.45</td>
<td>0.94</td>
<td>0.66</td>
</tr>
<tr>
<td>SVM</td>
<td>0.46</td>
<td>0.96</td>
<td>0.77</td>
</tr>
<tr>
<td>AR(1)</td>
<td>0.48</td>
<td>1.00</td>
<td>-</td>
</tr>
</tbody>
</table>
The results indicate all the models that use the job transitions data are able to outperform the AR(1) for nowcasting the unemployment rate, with the elastic net performing the best overall. If we then average the forecasts from the machine learning models we again outperform the AR(1) benchmark (table 2).

Table 2: Forecast performance of model average against benchmark

<table>
<thead>
<tr>
<th>Models</th>
<th>RMSE</th>
<th>Ratio</th>
<th>P-Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Model Average</td>
<td>0.33</td>
<td>0.69</td>
<td>0.03</td>
</tr>
</tbody>
</table>

The results from the model average indicate that we can improve the nowcast accuracy of the AR(1) by 31%, this result is statistically significant at the 3% level.

5. Conclusion

This note has assessed the usefulness of job transitions data for nowcasting unemployment rates in New Zealand. We used popular machine learning methods and found that they were able to produce nowcasts that are more accurate than conventional econometric models. This strategy could be helpful for policy makers to gain a better understanding of the current state of the labour market and therefore we conclude that more-timely job transitions data could be valuable.

In this paper we have tested its ability to nowcast the unemployment rate, however there is scope for us to test its ability to not only nowcast but also to forecast further horizons. This data could also help forecast other labour market variables as well, such as wage inflation or employment growth.

---

4 We have also conducted the same experiment using both a random walk and an ARIMA model as our benchmark, we find that the AR(1) is the most competitive benchmark model and therefore we present the results relative to the AR(1).

5 We have tested other alternative methods for forecast aggregation and found that the simple average gives the best accuracy.
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